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INTRODUCTION

The age of space has reached the time when longer missions are being

performed than ever before, and even more extensive ones are in the

planning stage. Because the life of the astronaut crew is completely

dependent upon the operation of the hardware in the spacecraft, we must

give devoted attention to achieving all that we can by way of proper

hardware performance. The Marshall Space Flight Center and the Hunts-

ville Section of the American Society for Quality Control agreed that

a Symposium which would attempt to bring together some of the best

thinking in the nation on this subject would be of considerable benefit

at this time. After a selection was made of the major topics for

discussion, a very considerable effort was put into determining who

should speak on what topics. The speakers for the Symposium were then

requested on an individual basis to present topics on particular sub-

jects that lay within their specialty areas. Because the speakers are

recognized experts in their field and because they were requested to

present their own ideas in their particular area of specialty, it should

be understood that no attempt has been made to review the material to be

presented by the speakers on the part of either the Huntsville Section

of the American Society for Quality Control or the Marshall Space Flight

Center. The speakers are serving without any compensation whatever in

the interest of the entire space program. The ideas which they present

are their own and should not be taken to represent the official opinions

of either the American Society for Quality Control or the Marshall Space

Flight Center. We nevertheless feel that the material presented will

serve its intended purpose of focusing much attention on this area where

a great deal of work is needed and of provoking the thought, discussion,

and effort necessary to achieve a large magnitude of improv_

\
Dieter Grau

General Chairman
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ELECTRONIC PARTS AND LONG DURATION

SPACE MISSIONS

W. H. Lockyear, Manager

Electronic Parts Engineering

Jet Propulsion Laboratory

Pasadena, California

Abstract

The prognosis for a second decade of spacecraft development

indicates an ever increasing spacecraft complexity and in certain

operations such as the Grand Tour, the demand for vastly increased

successful operational time.

It is the intgnt of this document to consider, from the electronic

parts viewpoint, the longevity preparation philosophy associated with

12 year outer planet missions.

This paper considers one of the major differences between current

methods of electronic parts selection, control, qualification and

screening, and those methods that may be applied in extra long life

missions.

Certain of the long life environments are identified and their

relationships to electronic parts problems are discussed. Possible

solutions and/or methods of problem attack are submitted for consider-

ation. Recognition is also given to the unique parts difficulties

associated with the Grand Tour design and fabrication time schedule.

The discussion investigates the current electronic parts approach

being planned and implemented at JPL in extra long life projects. The

details for approved parts lists, parts review criteria and application

notes concerning long duration missions are also included in the paper.

Problems involving radiation, screening and qualification are presented

and the Laboratory approach to these problems is discussed.

The paper finally presents some conclusions based on the study

and investigation work being done at the Laboratory.

Introduction and Philosophy

Current spacecraft require successful operation for a few months

of combined ground tests and flight mission functions (typ_ically eight

months or 6000 hours). Outer Planet Spacecraft_ contemplated for use



in such missions as the Grand Tour*, will be required to operate
successfully for about twelve years (105,OOOhours). The increase
demandedin successful operational time, by a factor of about 18, will
certainly require the development and application of unique techniques
throughout the manyspacecraft disciplines. Whereasa complete con-
sideration of these multidisciplines would be beneficial to the under-
standing of the needed techniques, it is the intent of this paper to
consider only the relationship of electronic parts and the long duration
space mission. Specifically, the rationale supporting the requirement
for newand unique techniques will be discussed. The current approach
and recognized inadequacies of their application to long duration space
missions will be considered. Certain problems will be identified and
possible solutions offered, particularly those approaches being pursued
at JPL.

It is readily apparent that the consideration of long duration
space missions require a brief discussion of the interval involved.
Today, the term long duration commonlymeansa period of time not
exceeding fourteen months, (lO,O00 hours). Onerecent electronic parts
symposiumeven defined long duration as twelve months. The term long
duration in this paper refers to a period of at least ten years of
trajectory time. In addition, pre-flight test time and preparations
are addedto makelong duration in someconsiderations extend for
nearly twenty years. This will be more fully expandedlater in the
discussion.

The approach to achieving electronic parts reliability through
the years makesinteresting study material.

The records indicate that the first significant realization of the
importance of parts reliability resulted from Navy and Air Force
experience during and immediately after World War II. In 1949 it was
reported that about 70 percent of _avy_electronic equipment was not
operating properly. Another statistic indicated the Navy was supplying
a million replacement parts a year to keep a total of 160,0OOpieces
of equipment in operation. The Air Force reported the trouble-fre_
operation of electronic gear on bombers to be only about 20 hours. _

A broad attack on the problem by industry and government began to
take shape in 1950-51 with the realization that it was costing more
to maintain military equipment than to design and build it. Several

* The Grand Tour mission is a combined "fly by" of the planets Jupiter,
Saturn, Uranus and Neptune. Twoclasses of trajectories exist. Low
energy trajectories pass outside Saturn's rings and require about ll
years to Neptune encounter. High energy trajectories pass within
Saturn's rings requiring more than 8 years to Neptune.



programs were undertaken including the work of the Advisory Group on
Electronic Tubes (AGET)and the Arinc tube failure analysis study. One
of the first attempts to obtain statistical data on componentfailures
other than tubes '_ done by the Vitro Corporation in 1950. It was
demonstrated that parts in wide production and use were more reliable
than parts in small production and use.

Later efforts such as the Advisory Group on Reliability of
Electronic Equipment (AGREE),dealing with all types of electronic
_omponent_parts, did much to propagate interest and activities that
would becomethe parts reliability discipline of the space program era.

The entrance into the first decade of space flights and operations,

some ten years ago, witnessed a remarkable upswing in electronic parts

reliability interest. Several schemes became available with mutual

intent to force the parts reliability up and the specific part failure

rate down. Some of the most notable approaches included the Ad Hoc

Study Group on Parts Specifications Management for Reliability

culminating in the Darnell Report; the early Minute Man techniques;

the NASA Hi-Rel specifications; the Space Parts Working Group 38000

series specifications and the more current DoD Extra Reliability (ER)

and Testing Extra (TX) documents. 2 There were problems, even severe

problems, with some of these plans; however, they all contributed to

parts reliability improvement. True, certain improvements were limited

to only a betterment in reliability philosophy but even this helped.

The general trend of this period was toward statistical qualification

and 100% screening. Indeed the effects of the developed approaches

and techniques of statistical qualification are largely with us today

even though their total practice has been severely curtailed or limited

in NASA circles by funding constraints. It is certain these austerity

programs have precluded some reliability studies and procedure

applications; however, the fund limitation also has forced reevaluation

of reliability techniques in electronic parts. The effects and merit

or degradation of the modified and/or simplified techniques have yet

to be fully evaluated.

Certainly the recent parts reliability techniques, either of the

full statistical philosophy or the more austere test-limited approach

include at least two points in common. First, the duration of the

reliability tests have been closely connected with and governed by the

flight trajectory times. Secondly, the parts involved in the

reliability considerations have been restricted to representatives of

the specific devices of interest in a particular spacecraft project or

mission.

The current entrance into the second decade of space missions

yields a prognosis for electronic parts reliability techniques and

procedures preempted by one word---change. This must occur due to the

3



magnitude of the differences in several factors. For example, the
aforementioned time scale demandingmore than i00,000 hours of trouble
free operation between failure of electronic parts and/or assemblies.
The vastness of this time factor is difficult to comprehend. However,
it is fact that a great manyof the current NASAparts personnel who
today begin work on the Grand Tour electronic part devices will reach
retirement age prior to the conclusion of that mission. The impli-
cation of this philosophy is certainlyunique in the experience of most
contemporary parts engineers.

The time scale will result in another interesting fact. Parts
will becomeobsolete, manufacturers will cease to even makesomedevices,
other parts bearing given EIA identification will grossly change, all
within the Grand Tour project time scale. Yet even with such obso-
lescence, the availability and ability to supply appropriate
replacement parts during preflight activities and the required
engineering interest in the use of the out-moded devices must be
extended through the mission. It will be an era of contradiction; very
short lifetime to obsolescence in the case of microelectronics and
extremely long lifetime trajectories.

The extremes in differences between the currently accepted MTBF
expressions and time to obsolescence of electronic parts and the
requirements for the long duration missions must cause corresponding
extremes to occur in the philosophy of reliability as applied to the
parts. It is apparent that the majority of the current procedures are
inadequate. Those techniques employed to satisfy spacecraft relia-
bility in the decade just concluded are unacceptable for long duration
applications. There must be developed a new approach to parts relia-
bility to meet the new demand. The outer planet equipments simply
cannot be extensions of current assemblies. Rather, a new family of
equipments are required, together with the processes, procedures,
techniques and managementcontrols for their construction and test.

The Current Approach

The current approach to securing electronic parts of superior

reliability for a given spacecraft is principally regulated by two

factors: engineering requirements and economic constraints. Since

these two factors are gross variables from center to center, specific

examples experienced at the Jet Propulsion Laboratory will be con-

sidered in the examination of this point.

There are two general ways the effective reliability of a part may

be improved above that of _he !_)arenc population of unprocessed parts:

(1) by improvement of the part at the procurement source through actual

design and fabrication changes and (2) by screening procured parts and

rejecting devices which are out-of-specification or anomalous to the

given lot.



Actual improvement of the part at source involves the cultivation
and development of procurement sources for certain selected parts.
Theseare usually the high-use devices. The improvement process

includes the standardization of selection, use of rigid specifications

and their proof tests, careful failure analysis and appropriate quality

control. Parts procured under these methods are designated qualified

devices (Q parts). Unfortunately, qualified parts are not always

sufficient to satisfy the requirements or preferences of equipment

designers; therefore, the remainder of the procurement for a given

spacecraft must be made up of unqualified parts (U parts).

The use of various screening procedures to improve the reliability
of a part above that of the containing lot have received broad acclaim

among spacecraft parts users. The demonstrated effectiveness of the

available screens, coupled with such factors as the obsolescence of

qualification data on Q parts and economic constraint, frequently

result in the screening of all parts to be employed in a given project.

The screened parts, both Q rated parts and the parts of lesser

reliability or U parts are usually subjected to the same screening

acceptance criteria. This increases the reliability of both Q and U

parts above the lot population but does not necessarily raise them

to the same level of reliability. It has been observed at the

Laboratory that the reject-rate of Q parts employed in the Mariner

spacecraft are significantly below the reject-rate of U parts. This

has not been proven directly by in-flight records since there have been

no identifiable in-flight relevant failures prior to mission termination.

However, the lower reject-rate ratio of Q to U parts has been demon-

strated to correlate between the incident of pre-flight testing

failures and actual screening activity measurements. Consideration of

the qualification and screening approaches applied to the Mariner

Programs are presented in Figure 1 for illustration. Details of the

observations on the Ma '67 are specifically shown.
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Mariner Spacecraft Qualification
and Screening Techniques

PARTS

INDUSTRY

(SOURCE)

JPL PARTS

QUALIFICATION

PROGRAM

Qo

U

ioo_

PARTS

_CREENING

TESTS

QUALIFICATION PROGRAM REJECTS

REJECTS

REJECTS

Q U Q U

Ma '67 22_ 56% .i_ .23_

A : 2.5 A : 2.3

No known

In-flight

Failures

FIGURE i

It can be seen that there was a factor of 2.5 more U parts

rejected than Q parts during the Mariner '67 screening operations.

During the Pre-Flight Tests, actual part failures provided additional

Q of U yield demonstration in that there were 2.3 times more U failures

than Q failures.

The comparison of the screening and pre-flight test data

empirically indicates that the favorable ratio of Q to U existed

throughout the spacecraft test history. Apparently the applied

screening functions, coupled with the pre-flight tests raised the over-

all reliability of the parts to a level adequate to satisfy mission

demands. The observed Q to U ratio for the Mariner '67 related to

12715 Q parts and 13071 U parts in the spacecraft. A different mix

of Q and U parts would have modified the ratio. It is possible to

envision a sufficient increase in the number of U parts over Q parts

to a point where unsatisfactory reliability would definitely result.

It is also true that mission requirements could be increased in such

factors as-trajectory time so that the currently available Q to U ratio

would not produce an acceptable spacecraft.



The Inadequacy of Current Practices

It has been stated that the present procedures employed to provide

electronic parts for spacecraft are inadequate for long duration

missions. This can be appreciated as the tentative time schedule for

the Grand Tour mission is considered.

Possible

Jupiter Grand

Precursor Tour End of

Today Flight Start Mission

j .I ! i ! i TYi t ! , -,
1968 70 72 74 76 78 80 82 84 86 88 90

There are approximately eight years from January 1969 until

launch of the Grand Tour flight in 1977. A precursor Jupiter flight

is often considered as a developmental test of a Grand Tour spacecraft

in 1974. It is anticipated that the two spacecraft would be very

similar in design and function. The long expanse of time prior to

launch coupled with the desire to fly similar craft presents difficult

electronic parts problems.

Most contemporary spacecraft are fabricated from electronic parts

possessing some degree of evaluation pedigree. This knowledge is

obtained from test information obtained on parts essentially identical

to those that will be fabricated into the flight equipments. Consider-

ation of the time scale of the Grand Tour mission clearly indicates a

discrete part pedigree, secured in the early 70's, will be most

difficult to maintain over the years until launch.

As pointed out, it is a must to improve the reliability of the

parts but what parts are the specific areas of interest? Many types

of discrete devices have been manufactured for several years in their

present forms; however, there is less than a satisfactory guarantee

that these particular parts will be available for the Grand Tour build

or in certain cases even the earlier 1974 precursor flight. Micro-

electronics presents a worse problem in that this discipline, due to

it's extremely dynamic development, ensures the microelectronic devices

of even next year to be different than the current models.

It is currently unreasonable to initiate any appreciable stockpile

of parts for future use either actually or in the form of electronic

part design documents. Yet, the flight parts, when the appropriate

time comes, must surely have been subjected to qualification and

screening tests. To stockpile is to err from obsolescence, to fail to

7



select parts in a timely manner will preclude the marked improvement
in reliability that is mandatory for the success of a long duration

mission.

The microelectronic medium scale (MSI) and large scale (LSI)

integrated circuits appear particularly attractive to long duration

operation. Demand for redundant circuits, minimum power consumption,

compact equipment size, decreased weight and improvement in reliability

potential are important relevant factors. However, the desire to apply

MSI and LSI circuitry poses a huge economic problem. The selection

and qualification tests of these complex circuits are expensive.

Coupled with this expense today, is the very likely demand to also

require considerable research and/or development support to a given

type circuit prior to securing the required device characteristics for

a particular need. The total cost of the test, research and develop-

ment program may easily become so great that commitment to a specific

circuit involving these costs may occur years before the technology

of the microelectronic discipline and the spacecraft requirement are

ready for this freeze.

Possible Problem Solutions

The Thermoelectric Outer Planet Spacecraft (TOPS) R&AD Advanced

System Technology Project, currently operating at the Jet Propulsion

Laboratory, is a system design and development effort. TOPS is intended

to provide an understanding of outer planet spacecraft subsystems and

their interactions, for use in anticipated spacecraft designs. TOPS is

primarily concerned with advanced development of those disciplines

particularly related to long duration spacecraft missions. It can be

appreciated that electronic parts engineering, including the selection,

testing, application and acquisition of parts, is one of these

disciplines. The major emphasis to be focused on the parts effort
and activities are well defined in the TOPS Program Policy Document.

Three distinct types of part activities, consistent with available

resources, are included. These are: the discrete devices, standard

or off-the-shelf integrated circuits and non-standard or custom-built

integrated circuits of the MSI and LSI complexity. The "standard"

and 'hon-standard" IC's have been separated into two distinct categories.

This split recognizes the differences existing between IC's built for

the market by the manufacturer and IC's custom-built specifically for

a given system. The division also recognizes the dependence of sub-

system design on part characteristics and manufacturing processes.

The Discrete Component Parts include the more conventional devices

such as diodes, capacitors, transistors and resistors. In order to

guide parts selection consistent with mission constraints, a TOPS

discrete parts list is being developed at the Laboratory. Initially

the existing JPL Preferred Parts List is being used as the guide for



acceptable candidates for this parts list. The candidates have been
compiled into a TOPSRecommendedParts List (RPL). The initial list
(see representative page from TOPS/RPL,Table l) presents three types
of information for each listed candidate. The threshold of radiation
damageis listed; derating information estimates for five and ten year
missions are presented and a best estimate of the availability of the
part ten years in the future is detailed. It is fully recognized that
the initial information must be supercededas improved data and closer
estimates becomeavailable. Therefore, the TOPS/RPLwill be continually
revised and updated. Appreciating the RPLis very limited in the detail
itcan contain, appropriate application notes relating to the RPL
listings will be prepared. The application notes will include rationale
for derating factors, recommendedcircuit applications and restrictions
and environmental operating limits critical to performance of part types°

Preliminary work is presently underway on application notes
pertaining to extra _ong life observations on some of the listed RPL
candidate parts.

The RPLand its supporting application notes are being produced to
serve as guide documentsto the TOPSsubsystemdesign engineer. It is
important to understand that two phases of TOPSinvestigation and
development are progressing simultaneously at the Laboratory. First,
there are the basic endeavors intended to ultimately _roduce a space-
craft capable of executing a long duration mission of the Grand Tour
type. The electronic parts work associated with this intent includes
the production of the RPLof tomorrow. The list of today is but the
forerunner of that improved and updated version. Secondly, consider-
able circuit feasibility and characteristics study is being conducted
by the design engineer. The electronic parts discipline must also
support this current activity, seeking to guide yet not unduly restrict;
seeking to select yet allowing adequate freedom; and all the while
promoting consultation and appropriate record keeping for all parts
used in experimental work.

The TOPSPolicy Documentrequires the design engineer and the
parts specialist to work closely together in production of a parts list
for the subsystem in question. The design engineer shall provide a
list of the parts employed in the feasibility experiments. The
specialist shall rate these parts as: (1) approved or acceptable,
(2) inferior, wherein usage constitutes high risk or (3) _arts with
insufficient supporting information. Appro!_riate controls, y,lanned
to prevent the use of any inferior parts, will be enforced. Use of
parts with insufficient supporting information will also be minimized
in the preliminary studies. Prior to the beginning of any flight-rated
equipment fabrication, all inferior parts and those with insufficient
support information must necessarily be eliminated through appropriate
tests, substitution and/or parts control.
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The Standard or off-the-shelf integrated circuits will be treated

in the same manner as discrete electronic parts except that additional

emphasis will be placed on common procurement for TOPS hardware and

inprocess QA monitoring at source. In subsequent editions of the TOPS

Recommended Parts List, standard IC's will be listed. The initial RPL

does not include IC's or magnetic items due to limitation of

available information.

Medium Scale and Large Scale Integration technology application of

either the monolithic or hybrid approach raises anew the question...

what is the optimum relationship of the circuit design engineer to the

parts specialist? There are those functions connected with the circuit

feasibility, application and operational characteristics that are

certainly the unquestioned prerogative of the design engineer. There

are also those functions of the complex integrated circuit which

pertain to the geometric layout, mask design, fabrication processes

and methods and reliability tests that are the responsibility of the

parts specialist. The functions of either the design engineer or the

parts specialist are of sufficient magnitude to demand full attention

without dilution from the other. To further complicate the situation,

it is recognized that the line of demarcation between many other

responsibilities relating to IC's is not clear but demands the

combined attention of both the parts specialist and the circuit

designers.

Through the era of the discrete parts and extending into the

conventional or off-the-shelf IC period of today, the functions of the

parts specialist and design engineer have tended to be well separated.

The design engineer has conceived the electronic circuit, utilizing

the assistance of the parts specialist to suggest parts providing

given operating characteristics. The parts specialist has been engaged

in supplying this support with parts of optimum reliability, within

the project constraints, for the assembly in question. Even under the

best conditions both parts specialist and design engineer have been

constrained to employ devices totally controlled by the manufacturer.

Close team effort between the design engineer, the parts sl_cialist

and the manufacturer_ although very desirable, has existed on a far

less than optimum basis.

The advent of the customized complex integrated circuit demands

a revolutionary change in design engineer/parts specialist relationshi_

to each other and to the parts manufacturer. The MSI and LSI require

combined team work of the design engineer, parts specialist and

manufacturer if circuits are to be produced in an economical and timely

manner and in the anticipated limited quantity required by the NASA

spacecraft market.

11



Recognizing the need for team action in the TOPSMSI/LSI effort,
JPL has instituted a design team charged with the responsibility to
successfully interrelate the three functions. The team members,each
representing segments of technical divisions plus a memberfrom the
parts engineering activity, are working together to select circuits of
commoninterest in order to facilitate maximumstandardization of
usage compatible with the subsystem requirements. Once selected, the
commoninterest circuits, as well as the more unusual devices, will be
subjected to an intense probe as to their availability, degree of
development yet required, manufacturing processes and operating
reliability in the environments of concern. It is appreciated that
operating characteristics data of the type produced during actual
long duration life test will not be available on most customized
circuits. Furthermore, special test information involving long life
studies and unique environments such as radiation will not be
available. It is the plan of the JPL team to utilize design appraisal
techniques, the indepth investigation detail available with the
Scanning Electron Microscope and other special studies and tests to
arrive at a position of recommendationfor circuit types, manufacturers
acceptable circuit fabrication procedures, procurement methods,
qualification approaches and screening controls.

The MSI/LSI devices of today incorporate a remarkable variety
of microelectronic fabrication techniques. These include bi-polar
semiconductors, metal oxide semiconductors (MOS), junction field effect
transistors (J FET), micropower devices and hybrids. With this present
array of techniques, certain approaches will have a greater ability to
provide long duration operation than will others. The TOPSdesign team
is concerned about this problem particularly as radiation and long life
pertain to the various types of MSI/ISI construction. The long
duration spacecraft currently on the design boards depend on radioistope
thermoelectric generators (RTG)for the power source. The integrated
dose from the RTGover the long duration trajectory is viewed as a
primary reliability problem to somemicroelectronic devices, depending
on their fabrication processes and/or procedures. The magnitude of
the problem is not yet fully understood; however, it is apparent that
a margin of safety or guard band has not been demonstrated to exist
between the potential MSI/LSI acceptable total dose limits and the RTG
integrated dose over the intended trajectory period. It is the intent
of the TOPSparts team to pursue the radiation problem through analysis

of existing data, special tests as required and subsequent control and

selection of appropriate discrete and microelectronic devices.

It is appro>riate to consider one other problem being encountered

by the TOPS team. The pursuit of circuits for application in bread-

board and feasibility assemblies tends to result in a problem capable

of far reaching consequences. In the meeting of schedules requiring

the fabrication of demonstration equipment in the near future,

12



inappropriate amounts of development effort can be conducted on a given
MSI/LSI. Later indepth" study may indicate the development produced
a circuit which is incapable of reliable performance in the long
duration mission environment. The TOPSteam is continually confronting
this problem wherein the team must decide the appropriate degree of
development in the light of other supporting information concerning
the given circuit.

Conclusions

Consideration has been given to the vastly extended time scale
and requirements of the outer planet missions. It was pointed out
that the current electronic parts philosophy just does not include
manyof the operational aspects of long duration flights. The
reliability requisites of longevity coupled with the demonstrated
value and need for parts qualification and screening plus the rapidly
changing nature of the microelectronic industry demandthat new and
unique approaches to parts reliability be developed.

The fact that changes in the current a_proaches are mandatory
certainly does not preclude the continued use of contemporary methods
for current requirements. However, newand improved approaches must
evolve because the parts engineer is aware of and sensitive to the
need for superior methods for tomorrow.

Manyof the reliability problems associated with long duration
missions are certainly not new and can be identified. Screens need
continual improvement; the old statistical qualification effort needs
reevaluation in view of the more dynamic design appraisal approaches;
and parts control methods need appropriate application to preclude
reinventing-the-wheel on each new project. Achievement has been made
in these problem areas but morework needs to be done.

The problems that are more unique to outer planet missions, such
as those affiliated with radiation and longevity, tend Ito be insidious,
as manyof the factors are not yet well understood. Radiation problems
arising from a combination of the natural environments arid the flight
RTGwill be troublesome. The amplitude of these difficulties are not
understood due to variables in spacecraft design, parts to be employed,
the RTGsize and location and duration of the trajectory.

The period of time prior to and including the outer planet flights
present still other special problems to parts engineers. These pertain
to part obsolescence, unidentified manufacturing process changes and
procurement control.

It certainly is not claimed that solutions to manyof these
problems are in sight at the Laboratory or else where for that matter.
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However, effort is underway at JPL to understand the magnitude of the
parts problems relating to long duration space missions. Perhaps the
most encouraging achievement to date at JPL, in this difficult area,
is the demonstrated fact that engineers with grossly diverse interests
can and will work closely together as a team to solve mutual problems.
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CONSTRUCTIONANALYSIS- A TOOLTOEVALUATEPARTSINTEGRITY
By William R. Rumpza
The Boeing Company

Huntsville, Alabama

Introduction

Ten years ago the high frequency of design inadequacies and manufact-

uring defects in parts led to the institution of 100% screen testing.

While the value of parts screening has been conclusively established,

a significant quantity of defective parts escape detection and result

in higher test level or mission failure ± . For new spacecraft with mis-

sion durations near or in excess of one year, it is imperative that all

manufacturing and design defects leading to part failures be removed.

Part Construction Analysis has the potential of contributing as much to

the part "defect removal" goal as did screening during its inception

and growth to maturity.

"Construction Analysis" is defined as the detail analysis of a repre-

sentative sample of parts from each procurement lot for the purpose of

identifying part design, process, and workmanship defects which may

degrade the functional parameters of the part or cause catastrophic

failure.

This paper presents an assessment of construction analysis as a tool to

identify potential failures. The analysis functions performed on each

part type; the laboratory equipment needed to perform an adequate job;

and the analysis observations made on diodes, microcircuits and tran-

sistors during research and project support functions are discussed.

The observations are recorded in terms of the types of defects observed

and then categorized into areas that the part manufacturer should im-

prove. An overview of the effectiveness, limitations and cost effec-

tiveness of the construction analysis tool is also presented.

Approach

The use of construction analysis on the Saturn S-IC program was a re-
sult of evolution rather than revolution. That is, an Engineering

Quality Assurance (EQA) prograTn was in existence where a predetermined

sample of equipments or assemblies were completely "torn down" to eval-

uate their quality. The success of EQA in reducing hidden defects and

obtaining corrective action from suppliers led to the present parts

construction analysis program.

Parts were selected at random from the parts storage area for construc-

tion analysis per the flow chart shown in Figure i. This chart shows

analysis functions necessary to detect the majority of part design,
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process or workmanship defects. The typical or more commondefects are
listed to the right of each functional block. A more complete list is
available in other references2,3,4. The analysis sequencewas altered
to accommodateunique features of the various parts analyzed. For ex-
ample, package gas analysis was not doneon parts where the cavity was
extremely small (certain types of diodes). Whendestructive test or
functions were performed, the construction analysis part lot or sample
was divided into sub lots so that the main flow of functions could al-
ways be accomplished.

State-of-the-art developments in equipment and methods have expanded
the construction analysis approach already defined. These developments
were not used in establishing the data in this report, but because of
their potential and immediate impact on improved defect detection, it
is felt they should be mentioned.

The first development maybe appropriately called "construction/circuit
analysis" and is limited to microcircuits. This analysis examines the
relationship of electronic parameter behavior to surface cosmetics,
circuit layout and fabrication techniques. It includes a voltage probe
of circuit nodes; isolation of all circuit elements (diodes, resistors,
transistors); electrical characterization of each circuit element (25°C,
+150°C); electrical characterization of each parasitic element (isola-
tion junctions, and bulk resistances); construction of a computer model
using measured characteristics; computer analysis of non-measurable
electrical characteristics (branch currents, hot spots, etc.); and cur-
rent analysis effects of burn-in circuit operation (power distribution,
voltage bias, current distribution). This type of analysis gives an
excellent insight into microcircuit weakpoints and their response to
actual operating conditions.

The second development "construction/microprobe analysis" is still in
the experimental stage because of the newly introduced scanning elec-
tron microprobe instrument. Visits to NASACenters, such as Goddard
and ERC, and Research labs, such as JPL, indicate that the ability to
observe defects has outstripped the ability to interpret the impact of
what is seen5. The very broad depth-of-field available when operating
in the scanning electron microscope mode,plus the probes capability to
quantitively and qualitatively analyze material as well as perform many
other functions beyond the scope of this paper will advance the con-
struction analysis technology greatly. Preliminary data indicates that
the use of the instrument mayonly increase the cost of the original
approach used by fifty percent.

Laboratory Requirements

Most of the equipment required for construction analysis is found in a

basic failure analysis laboratory. Figure 2 lists this equipment and

the approximate dollar investment. The asterisk items are additional
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equipment which would be found in a well equipped laboratory. It must
be emphasizedthat all the items on the basic equipment list are abso-
lutely necessary. An inadequate laboratory can introduce analysis
errors. For example, lack of sectioning equipment can easily result in
an induced cracked die or completely cutting through of a defect site.
Inadequate microscopy will completely overlook major defects.

Potential users of construction analysis should evaluate carefully whe-
ther a laboratory is cost effective based on their programs and volume
of work. In manycases more reliable analysis are obtained from an
established laboratory because it has the experienced technologists
needed to properly use the equipment and to correctly interpret the
often subtile test results.

Analysis Results

Construction analysis was performed on forty-three lots of diodes,

microcircuits and transistors. Thirty-two lots will be discussed in

this section with the remaining eleven lots discussed in the "effec-

tiveness section" because the parts have a different history and were

procured in a different time frame. "Lot" as used here means a sample

of parts subjected to construction analysis. The definition of data

presented here was collected by the failure/construction analysis

specialists in support of company sponsored research, contracted re-

search programs, and the Saturn S-IC project.

Part Types Analyzed

The types of parts analyzed included a cross-section of the semicon-

ductor industry. No part manufacturer produced all defect free lots;

however, four manufacturers supplied at least one lot free of defects.

Item A of Figure 3 shows that thirty-two lots consisting of fifteen

lots of diodes, eight of microcircuits, and nine of transistors were

analyzed. Most of the parts analyzed were selected for use three or

four years ago. These lots contained a total of one hundred eighty-

eight parts with the lot size varying from two to twenty. The median

lot size was about five. Fifty percent of the diode lots were made up

of devices previously screened to a specification which included re-

verse bias burn-in and internal inspection.

Defect 0uantities

The origin of defects is categorized into three general areas - design,

process or workmanship. Figure 4 shows twenty-six types of defects

classified into these areas. The design defects are those which are

expected to have an extremely high incidence of reoccurrence because

the basic design of the part is at fault. Process defects are those

which can result from lack of adequate process definition, process
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control or inspection. Workmanshipdefects are those defects resulting
from humanerror.

A summaryof the defect types reveal that 15.3% are attributable to de-
sign, 38.4% to process and 46.3% to workmanship. These data emphasize
where part procurement controls should be improved to maximize correc-
tive action to prevent defects. It should be noted that corrective
action should be based on the types of defects rather than the total
number of defective parts.

Item B of Figure 3 summarizes the defects observed during these analy-
ses. A total of one hundred fifty-nine defects were recorded, in some
cases there were as manyas six defects per part. As would be expected,
the highest number of defects occurred in microcircuits because of
their complexity. Onehundred fifteen parts (61%) revealed at least
one defect and twenty-eight lots (87%) analyzed contained at least one
defective condition. Of the screened diodes analyzed, 28%contained a
major defect.

Classification of Defects

To gage the reliability impact, each defect was classified as shown in

Item C of Figure 3. Those parts with a degree of defect which would

cause emminent part failure were classified as critical. Eleven (9.5%)

of the defective parts fell into this category. Typical defects classi-

fied as "critical" are shown in Figures 5A, B and C. The critical

microcircuit defect shown in Figure 5A is a corroded aluminum inter-

connect. It can be safely assumed that the corrosion will continue and

eventually result in device failure. The transistor (SCR) defect in

Figure 5B shows a bond overhanging the cathode gate junction. The

slightest accumulation of contaminants will cause a short across the

junction. Figure 5C depicts a severely misplaced whisker on a diode

making it very susceptable to mechanical failure. Incidentially it was

a screened part.

Defects classified into the "major" category were those severe enough

to cause probable early part failure under normal operating conditions.

Figures 6A, B and C contain pictures of typical major defects. Sixty-

five parts (56.5%) were classified as having major defects. Figure 6A

is a photograph of severe metallization tool damage making the device

very susceptable to a "mass transport ''6-7 failure in its normal opera-

ting condition. The major transistor defect in Figure 6B shows a

grossly misplaced emitter bond - weakening the bond plus creating a

potential short. In Figure 6C a diode whisker is misaligned to the

point of creating a major hazzard to its operating life.

The degree of part defect which would probably not result in failure

unless used in severe environments was classified into the minor
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category. Figure 7A contains a picture of a resistor mask defect on a
microcircuit. Figure 7B shows a transistor with a severe maskdefect;
however, no apparent parameter degradation was noted during analysis.
Figure 7C depicts small voids in the die piece parts - little impact.
Thirty-six parts (31.3%) exhibited this degree of defect.

The only defects which were classified into the no impact category were
extremely small "voids under the die" which would slightly interfere
with the heat dissipation of the devices.

Effectiveness

A review of the types of defects and their high frequency of occurrence

indicates that their prevention, where possible, would greatly improve

reliability. That the prevention of defects is possible can be illu-

strated by comparing analysis data on parts where the manufacturer was

not aware that construction analysis would be employed, to the analysis

data on parts where the manufacturer was so informed at the time of

part procurement. This comparison is made in Figure 8 where fifteen

lots of diodes (these lots comprised a portion of the original thirty-

two lots discussed in Figure 3) are compared to eleven lots of diodes.

The data shows that where the manufacturer (15 lots) did not know that

construction analysis would be performed, there were defects in 100% of

the lots and in 52% of all parts with .53 defects per part. In the

case where this information was given to the manufacturer (ii lots) at

the time the parts were ordered, only 27% of the parts had defects with

only .30 defects per part. This indicates that defining to the part

vendor the detail part construction analysis procedure that will be

performed by the user, gives the vendor the incentive to improve his

quality control. It should be noted that the eleven construction anal-

ysis lots were procured approximately two years after the original fif-

teen lots were analyzed. Therefore, some of the reduction in defects

can be attributed to more mature manufacturing lines. However, the im-

pact on the conclusion is considered minimal because of continuous pro-

cess changes occurring in the semiconductor industry which result in

the introduction of new defects.

The ability to identify a defect through construction analysis is lar-

gely dependent on where it is located within the specimen being analy-

zed. The three most common categories of failure mechanisms are; bulk,

surface and mechanical defects. Of these, mechanical defects are the

major contributor 8.

Because bulk defects are beneath the surface, they are extremely diffi-

cult to isolate by construction analysis and are not discussed here.

Most surface defects, such as oxide pin holes, faulty oxide growth,

poor mask registration, and use of a damaged mask, are readily
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identifiable. More difficult to observe are over or under etch and in-
complete removal of oxide at the contact windows. Contaminants left
under the oxide during device manufacturing are almost impossible to
detect.

Mechanical defects are those that manifest themselves by visual obser-
vation before and after mechanical and electrical stress and are ideal
for construction analysis detection. These defects include bond weak-
ness, metallization adherence, chip adherence to the header, integrity
of package seal, metallization scratches, Cracked chip, intermetallic
formation, mass transport of metallization, Corrosion, cracked oxide,
wire dressing and a host of others too numerous to list.

Determining the exact degree to which a part defect is detrimental to
its performance is very subjective and difficult to define. The answer
lies largely in discussing with the part manufacturer the details of his
part design, the degree of defect he intentionally passes through his
line (because they theoretically have no impact) and the kind of in-
spection tools he uses.

It must be emphasized that construction analysis will only identify the
defects, not remove them. In order to be effective, corrective action
must be instituted with the part manufacturer by mutually identifying
the kind of design, process, or workmanshipstandard changes required
for correction. Wherestandard changesare uneconomical, effective se-
lection criteria must be imposed to removethe observed defects from
part lots intended for spacecraft use.

Construction analysis should be applied to the product coming off of
the production line prior to screening, since the reduced incidence of
partially screenable defects mayprevent their detection. The one ex-
ception is where the manufacturer is performing a rigid preseal inspec-
tion and screening. In this case, construction analysis is being used
to monitor the inspection and screening being performed. The observa-
tion has been madeI that the quantity of defects will vary with each
lot procured, even from the samemanufacturer, therefore, construction
analysis must be performed on a sample of every production lot. Since
construction analysis is destructive and must always be performed on a
lot sampling basis, the probability of detecting a defect is limited to
the statistics governing the sample size selected. The sample size se-
lected is dependent on the lot size purchased and the cost of the part.
Lots should be rejected if any defects are detected in the critical or
major classification.

Cost Effectiveness

Based on experience, the cost of performing construction analysis is

broken down by basic functions in Figure 9. It indicates that typical
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construction analysis will cost between thirty-six and sixty manhours
based on a sample size of five parts. With proper planning of new pro-
jects the application of mechanical stresses could be done simultane-
ously on several lots. The time charted in Figure 9 could be reduced
by one-third if construction analysis lots were submitted in groups.

The cost impact of failures after the parts have been incorporated into
higher assemblies can be evaluated using Figures 10A and B. Relative
cost figures for the removal and repair of hardware at each progressive
test level were published at the 67 Annual Reliability Symposium9.
Using these cost figures as a guide, relative cost figures per failure
were estimated to be fifty hours at componentqualification test level,
five hundred hours at componentflight acceptance test level and five
thousand hours at spacecraft flight acceptance test level. Figure IOA
shows the costs of removing failures at each of the defined test levels.
In Figure 10Bare the cost figures for performing construction analysis
for a spacecraft using between one hundred and six hundred part types.
This assumesthat construction analysis will be performed once per part
type.

Applying figure 10A to the Lunar Orbiter failures of five electrical/
electronic parts failures during componentqualification testing; fifty-
three during componentflight acceptance testing; and seven during
spacecraft flight acceptance testing; the total cost for identifying,
removing, analyzing and correcting the failures would be 61,750 man-
hours. Assuming that construction analysis was only ten percent effec-
tive in removing failures, construction analysis could have been per-
formed on one hundred twenty-three part types without any additional
costs. Putting it another way, if the spacecraft used three hundred
part types, construction analysis would have to be only twenty-fonr per-
cent efficient in removing defects to be cost effective. This is not
unreasonable because a review of the construction analysis data shows
that sixty-seven percent of all defective parts fall into the critical
and major defect classifications. If this data is representative of
parts being produced on typical commercial and military lines, a twenty-
four percent improvement in the numberof failures at higher component
test levels could readily be achieved. The only exception wherein con-
struction analysis maynot be cost effective would be if very rigid pre-
seal inspection were instituted at the part vendor. However, even in
this case, it must be rememberedthat a complete construction analysis
includes manydestructive tests and, therefore, provides a muchhigher
order of confidence in establishing that all defects have been detected.
Bondstrength, metallization adherence, oxide cracks, contamination in
contact windows, and microcracks in the die are only a few items which
cannot be evaluated by preseal inspection.
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Conclusions

The number and gravity of defects identified in this review indicate

that construction analysis is definitely capable of evaluating part

quality and design integrity, and if implemented into a project early,

it can substantially improve system reliability with little or no cost
impact.

Construction analysis presents some specific design advantage in that it

actually changes hardware quality by identifying and demanding the re-

moval of defects; it is cheap for what can be learned; it is very fast

and has little or no impact on schedules; and it makes available part
manufacturing data which is normally not available to the user.

When procuring parts for long life spacecraft, all lots of parts which

exhibits serious defects detected by construction analysis must be re-

jected until (a) the part manufacturer institutes corrective action to

prevent recurrence of defects at which time a new lot is procured or
(b) a selection criteria is established which will remove the noted de-

fects or (c) a screen is defined which will remove the defects with
100% confidence.

Construction analysis is an effective tool in making part procurement
decisions. It can be used to:

a. Identify the weak points in part design or manufacturing process.

b. Identify stresses which will accelerate the weak point so that

correct part screening can be defined.

c. Define the design margin of the parts.

d. Assess risk by identifying, when a failure occurs, probability of

the remainder lot having the same defect.

e. Evaluate the integrity and compatability of materials used in a
device.

f. Monitor vendor production so that you know when processes have gone
out of control.

Recommendations:

Construction analysis as a tool for evaluating part integrity is effec-

tive but is still in its infancy. Much of the data used in this paper

is subjective. It is considered essential to the success of long term

space missions that research be sponsored by both Government and in-

dustry to:

i. Better define the degree of defects and their relationship to im-

pact on reliability.

2. Create a construction analysis/failure analysis handbook which docu-

ments methods, procedures, and reject criteria associated with

identifying individual types of defects.
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EQUIPMENT

Digital Voltmeter

Low and High Voltage Supplies

Patchboard & Test Fixtures

Low & High Current Meters

X-Ray Equipment

Film Processing Equipment

Stero Wide Field Microscope

Photographic Equipment
Fine - Helium Leak Tester

* Radiflo Leak Tester

Gross - Hotplate Oil & Containers

Environmental Chamber (2)

-65 +300oC Capability

*Vibration

Shock

Centrifuge

*Package Gas Analysis System

Microscope (25-I000X)

Photographic Capability

Metallograph

Bond & Lead Pull/Bond Fixtures

Metallurgical Grinders, Polishers,

Potting Components, Cutoff Machines, etc.

Supply of Chemicals, Containers, Fume

Hoods, Sink, etc.

*Electron Microprobe

Spectrographic Equip.

Delidding Tools, Recorders, etc.

ESTIMATED COST

2K

2K

.5K

1.5K

23K

IK

.5K

2K

5K

10K

•5K

3K

20K

5K

20K

22K

3K

i. 5K

13K

IK

15K

3K

130K

10K

2K

TOTAL COST

Basic laboratory cost is

296.5K

I14.5K

FIGURE 2. CONSTRUCTION ANALYSIS LABORATORY EQUIPMENT REQUIREMENTS
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A. PARTTYPESANALYZED

Numberof lots subjected to construction analysis
Total parts analyzed
Numberof part numbers
Numberof part vendors

B. DEFECTQUANTITIES

Numberof lots with defects
Total numberof defects observed
Total types of defects
Numberof parts defective

Defects per Part

C. CLASSIFICATIONOFDEFECTIVEPARTS

Critical (part failure emminent)
Major (part failure probable)
Minor (part failure not probable)
No impact (part acceptable with defect)

D. PERCENTAGES

Lots defective
Parts defective
Parts with critical defects
Parts with major defects
Parts with minor defects
No impact defects

Defects per Defective Part

32
188
26
16

28
159
26

115

.85

ii
65
36

3

87%

61.1%

9.5%

56.5%

31.3%

2.6%

i. 3%

FIGURE 3. ANALYSIS RESULTS
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~ - 

~ R O D E D  ALUMINUM 
Figure 5A: CRITICAL MICROCIRCUIT DEFECT - 
cc [ INTERCONNECT 

Figure 5B: CRITICAL SCR DEFECT BOND 
OVERHANG 

Figure 5C: CRITICAL DIODE DEFECT - 
SEVERELY MISPLACED WHISKER 29 



Figure  6A: MAJOR MICROCIRCUIT DEFECT - 
SEVERE METALLIZATION TOOL DAMAGE 

Figure 6B: MAJOR TRANSISTOR DEFECT - 
GROSSLY MISPLACED BOND 

Figure  6C: MAJOR DIODE DEFECT - 
WHISKER MISALIGNED 
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Figure 7A: MINOR MICROCIRCUIT DEFECT - 
RESISTOR MASKING DEFECT 

Figure 7B: MINOR TRANSISTOR DEFECT - 
MASK DEFECT 

Figure  7C: MINOR DIODE DEFECT - 
VOIDS IN THE DIE PIECE PARTS 



A. PART TYPES ANALYZED

Number of lots subjected to

construction analysis

Total parts analyzed

Number of part numbers

Number of part vendors

B. DEFECT QUANTITIES

Number of lots with defects

Total number of defects observed

Total types of defects

Number of parts defective

Defects per part

C. CLASSIFICATION OF DEFECTIVE PARTS

Critical (part failure emminent)

Major (part failure probable)

Minor (part failure not probable)

No impact (part acceptable with

defect)

D. PERCENTAGES

MFR. UNAWARE

OF C.A.

REQUIREMENT

15

94

15

5O

9

49

.53

5

36

6

Percent of lots defective 100%

Percent of parts defective 52%

Percent of parts with critical
defects 5.3%

Percent of parts with major defects 38.3%

Percent of parts with minor defects 6.3%

MFR. AWARE

OF C.A.

REQUIREMENT

ii

55

ii

5

8

17

7

15

.30

72.7%

27%

10.8%

3.6%

12.7%

FIGURE 8. COMPARISON OF DIODE DATA
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ELECTRICAL CONTACT MATERIALS

FOR SPACE APPLICATIONS

Edwin S. Bartlett

Columbus Laboratories

Battelle Memorial Institute

Columbus, Ohio

Abstract

Factors influencing the performance and reliability of electrical

contacts are largely determined by reactions at the contact surface.

These reactions depend on the contact material, the chemical environment

in which the contact device operates, and the mode of operation of the

contact device. The significance of surface reactions relative to per-

formance and reliability is often established by electrical require-

ments of the contacts. Friction, wear, sticking, tarnishing and the

formation of insulating surface films, and reactions with organic vapors

are most often responsible for contact failure. In this paper, perform-

ance and failure phenomena for several precious-alloy electrical contact
materials are considered.

Introduction

The functions of electrical contacts are to make, maintain, and

break electrical circuit_ and to allow passage of electrical informa-

tion or power throughout their service life. Except for these func-

tions, the circuit should not be influenced by the presence of electri-

cal contac£s. The importance of stability and reliability of electri-

cal contacts varies according to application--in some cases failure is

merely inconvenient, in other cases failure can have extreme conse-

quences. For space applications maximum reliability is required in all

systems, including electrical contact devices. Thus, detailed knowl-

edge of factors influencing the performance of electrical contacts is

of particular importance to space endeavors.

There are two broad categories of electrical contact devices.

These may be defined as low-energy devices serving primarily to trans-

mit electrical information, and higher energy devices for electrical

power transmission circuitry. Because of differences in device con-

struction, operations, contact materials, and problems involved in

their operation, the topics are quite different. This paper will deal

with electrical contact materials as related to low-energy applications.

In low-energy circuits, very slight changes that often occur on

the surface of electrical contact materials can seriously impair the
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quality of the electrical signal being transmitted. Whendealing with
"micro-watt" signals, changes in contact resistance of more than a few
milliohms may seriously distort or cancel the signal. For this reason,
the microscopic surface phenomenathat occur on contacts are of major
importance. It is toward this subject that this paper is directed.

Electrical Contacts

Mode of Operation

Basically, electrical contacts operate in one of three modes.

These are sliding as in slip rings, normal opening and closing for re-

lays, or static, such as connector pins. Some devices incorporate two

or even all three of these modes either by design or unintentionally.

For example, static connector pins may require periodic removals and

insertions, and vibrations during service may cause sliding or arcing

on a micron scale. In low-energy circuits, mechanical wear and surface

film formation are important in establishing life. Because of the low

voltages and amperages involved, contact resistance must generally re-

main at levels of a few milliohms for satisfactory service.

The presence of non-conducting tarnish films of more than a few

tens of angstroms may result in failure of the contact to function

properly. Likewise, abrasive wear caused by the presence of thin ox-

ide films, for example, may generate very fine debris in the wear

track of sliding contacts and increase contact resistance values to

several hundred milliohms. Thus, surface reactions directly and in-

directly control in large measure contact performance.

Contact Materials

Copper and silver, when they can be used, are the most economical

of contact materials. However, rapidtarnishing in earth-ambient en-

vironments has generally precluded the use of copper and silver-base

alloys as low-energy contacts.

More precious alloys of gold, palladium, and platinum form the

basis of most contacts for service in low-energy applications. Of

these alloying bases, gold is the most noble, and its surface proper-

ties are unaffected by common inorganic environments. Surface reac-

tivity of harder, more durable gold alloys depends upon amounts and

types of alloying additions.

In contrast to gold, platinum and palladium form stable surface

oxides. Although these are too thin to directly influence contact re-

sistance significantly, the thin surface oxides do have important in-

direct effectN on performance of platinum and palladium-base alloy
contacts, as will be described laoter.
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Electroplated composites are often used as contact materials for
both technical and economic reasons. Gold and gold alloys are the most
commonlyused electrodeposits. These are applied over copper alloys,
or nickel or rhodium base plates, for example, and find particular ap-
lication as connector pins for low-energy circuits. This is a logical
and often successful method of achieving the surface nobleness of gold
at a price far less than that of a solid gold item. However, by so
doing, one is apt to introduce problems that might be expected of a
composite system, such as plating defects and selective substrate cor-
rosion reactions.

Although the bulk properties of contact materials, such as resis-
tivity, hardness, and elastic constants determine to someextent the
usefulness of the material for a given application, these material
properties are not nearly so important as the "surface properties" of
the material in response to specific environments.

Importance of Environment

Reactions between the environment and the surfaces of electrical

contacts are all-important to performance and reliability of contacts.

Physical adsorption, tarhishing or chemical reaction, and mechanical

disruption of surface films are processes by which the behavior of con-

tacts is altered. These processes and reactions are further compli-

cated by mechanical wear occurring on contact surfaces. Furthermore,

these reactions and their effects vary according to the mode of opera-

tion and electrical requirements of the contacts.

In the earth's environment, common atmospheric contaminants, such

as sulfur-bearing gases, water vapor, and organic vapors, as well as

oxygen, strongly influence the performance, life, and reliability of

electrical contacts by forming insulating surface films, for example.

Some of the natural surface phenomena can be beneficial, but most are

detrimental. In the hard vacuum of space, the absence of active en-

vironmental species can radically affect the performance of moving

contact surfaces. Wear mechanisms, for example, might be altered from

abrasive wear to adhesive transfer, and in the extreme, pressure weld-

ing might occur under light load conditions.

Thus, considerations of the performance of electrical contacts in

space must recognize the importance of surface reactions, which

strongly depend upon both environment and materials. Because materials

for space are of earth origin, environmental reactions during manufac-

ture, proof testing, and storage prior to actual application in space

remain very important. Once in space, the effects of prior earth-

atmosphere exposure may be rapidly lost, or they may decay quite slowl_
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For numerouscontact devices, controlled environments to insure reli-
able performance and sufficient life are provided by hermetically seal-
ing the device.

Environmental Reactions

Broadly speaking, there are two types of environmental reactions

that most frequently affect the performance of electrical contact ma-

terials. These are tarnishing reactions and organic vapor or organic
film induced reactions.

Tarnish ins

Copper and silver are ingredients of contact materials that are

most readily attacked by air. Although airborne sulfur-containing

impurities have long been known to effect tarnishing of these material%

lack of adequate understanding of the fundamentals of tarnish behavior

has caused uncertainties concerning the applicability of contact alloys

containing copper and silver. For example, commonly used accelerated

laboratory tarnish environments using H2S , SO2, or sulfur vapors re-

sult in tarnish ratings that are completely unrealistic by comparison

with longer-term field test data. Without good correlation between

laboratory and field tarnish behavior, evaluation of materials contain-

ing copper and silver for specific service is extremely tedious at bes%

and at worst may be completely false where accelerated tarnishing is
used to predict service behavior.

Recent studies at Battelle have led to improved understanding of

tarnish behavior of copper and silver, and a basis for realistic ac-

celerated tarnish testing has been developed. 1 Figure 1 shows the typ-

ical tarnish behavior of silver and copper in natural earth environ-

ments. Both metals tarnish more rapidly in polluted city environments

than in cleaner rural air. However, to a first approximation, the rel-

ative tarnish comparing copper to silver is the same in either natural
environment.

Typical results of accelerated laboratory tarnish tests using

H2S , S02, or sulfur vapor carried in simulated clean air are illustra-

ted in Figure 2. Although appreciable acceleration of tarnishing can

be achieved the results are not at all realistic considering natural

tarnish behavior. In no case does copper tarnishing approach the

lower rate of natural tarnishing. Chemical analyses of tarnish films

also showed gross differences between natural tarnish films and labora-

tory tarnish films. For example, the tarnish films formed in accel-

erated H2S testing are predominantly (copper) or exclusively (silver)

sulfides. Natural corrosion products on copper are Cu20 , CuO, and Cu2_

on silver, Ag2S with 5-10 percent Ag20 or Ag2SO 4 forms naturally.
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Battelle studies have found that both the film compositions and
relative rates of formation of tarnish films formed on copper and silver
are sensitive to the amounts of combinedspecies of impurities common
to natural earth environments. Either sulfur vapor or H2S in a N2-20 02
mixture forms suitable basis for tarnish testing, sulfur vapor being the
easier to control. Both water vapor and SO2 are very important addi-
tional test-environment ingredients.

Figure 3 illustrates the powerful effects of environment on the
tarnish behavior, particularly for copper. The data were taken from
carefully controlled laboratory tarnish tests at Battelle using a base
environment of N2-20%O2-20ppbS8. By comparison with Figure I (the ab-
scissa units are hours, rather than days), considerable acceleration is
apparent. In such testing, the rates of tarnishing of both silver and
copper are sensitive to the amount of S8 vapor and flow rate of the
test environment. The rate of tarnish of silver is relatively insensi-
tive to SO2 or water vapor additions to the basis test environment.
However, the tarnish behavior of copper is very sensitive to these vari-
ables, as shownin Figure 3. Both water vapor and SO2 increase the
initial rate of tarnishing of copper, but also, in the illustrated
cases, result in a transition to much lower tarnish rates after several
hours testing. This behavior is quite similar to that shownin natural
environments (Figure I).

Analysis of compositions of tarnish films similarly indicated thc
importance of the proper combination of sulfur vapor, SO2,and H20 in
simulating natural-environment tarnishing. For silver, inclusion of
small amounts (e.g_ i00 ppb)of SO2 vapor in the test environment re-
suits in the formation of the minor Ag20 or Ag2SO4 constituent in the
Ag2S tarnish film, as commonlyobserved in natural tarnishing. For cop-
per, both SO2 and water vapor are necessary additives to the basis N2-
O2-S8 test environment to achieve realistic tarnish film chemistries in
the laboratory. For example, in a N2-20%O2-20ppbS8-100ppbSO2-60%rela-
tive humidity test environment, the tarnish film on copper comprised
about 70 percent Cu20, 20%CuO,and 10%Cu2Safter 200-400-hour exposures.
This composition is considered quite similar to those reported for
natural tarnishing of copper. 3

Figure 4 illustrates how these films influence contact performance.
Here thickness of films formed under various conditions are related to
static contact resistance. If, for example, the maximumtolerable
static contact resistance were 20 milliohms, tarnish film thicknesses

of several thousand angstrom on silver would be acceptable. For copper
the indicated allowable film thickness dependsupon the tarnish environ-
ment, and maybe as low as 170 A or as high as 700 A according to the
data. The curve resulting from exposure to a balanced N2-O2-S8-SO2-H20
environment to result in film compositions very similar to those found
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in field exposures. The thickness-resistance relation between lab and

field exposures in this realistic test also agreed well, as indicated.

Laboratory tests in N2-O2-S8-H20 (no SO2) gave different reaction ki-

netics, important differences in reaction products, and poorer agree-

ment with field exposure results. Tests conducted in an N2-02-S 8 en-

vironment were quite unrealistic in all regards. If one were to use

an alloy whose tarnish behavior were controlled by high copper content,

an accelerated tarnish test in a "nominal" laboratory tarnish environ-

ment of N2-02-S 8 indicating a service life of, say five years, field

service might well result in only a few months actual life because of

the important relationships indicated here. (Note: This comparative

discussion contains pitfalls, and is not meant to imply, for example,

that tarnish films of several thousand angstroms thickness on silver

are acceptable for contact performance.)

As a result of these Battelle studies, it is apparent that by

proper attention to details, reliable accelerated tarnish testing pro-

cedures are available or can be developed which simulate behavior ex-

pected in service. The above discussion is centered upon environmental

reactions with unalloyed silver and copper. Implications of the impor-

tance of detailed knowledge of environmental corrosion or tarnish af-

fects are much broader, however, as both copper and silver are apt to

be common alloying ingredients in electrical contact alloys. In this

regard, recent Battelle studies for NASA have examined the tarnish be-

havior of gold alloys containing up to 20 percent silver and copper. 4

In an unrealistically agressive laboratory tarnish test environment of

N2-20 02-40ppmS 8 for i00 hours at 30 C, the thickest tarnish films were

only about 50 angstroms compared with several hundred angstroms for

pure silver or copper. The contact resistance of the alloys was not

impaired by these thin films and remained at the values from 2 to

milliohms which were measured prior to tarnish testing. In this case,

it was concluded that up to about 20 percent copper or silver as alloy-

ing additions to gold would not cause problems from natural tarnish

phenomena that might be expected to result from earth storage prior to

use in space.

Oxidation

Storage of components prior to space service may involve a wide

range of environmental conditions. One such condition could include

modestly elevated temperatures such that normal oxidation could be a

consideration.

Air-oxidation exposures for up to i000 hours at 200 C is being

studied at Battelle for NASA-Electronics Research Center. 4 Both wrought

gold alloys and selected gold-alloy electrodeposits are being evaluated.
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Table i summarizes some typical oxidation-test data, and shows the

response of contact resistance to oxidation exposure and surface oxide

growth. The binary Au-Ag alloy is stable against oxidation, but the

addition of indium resulted in the growth of indium oxide that in some

measurements increased contact resistance to nearly i00 milliohms. Cop-

per as an alloying addition to gold resulted in relatively thick film

formation, and gross deterioration of contact properties. The wrought

Au-iCo alloy developed a visible film during oxidation exposure, but

this film, presumably cobalt oxide, was easily disrupted by a contact

force of less than i gram (I0 grams were used in these measurements).

The Au-0.1Co electroplate on a copper substrate showed high and

erratic contact resistance after oxidation for slightly more than i00

hours at 200 C. This was attributed primarily to development of copper

oxides on the surface as a result of diffusion of copper through the

electroplate. Use of nickel as a substrate somewhat improved the oxi-

dation stability, although a significant increase over the initial

value of 1.9 milliohms typical of these laboratory-prepared plates were

observed. Because thinner (i00 _in.)Au-0.1Co plates on nickel showed

resistance values as high as 183 m_, it is reasonably certain that

200-microinch plates of this Au-Co alloy over nickel would not be suf-

ficiently stable at 200 C for exposure periods approaching i000 hours.

Influence of Oxide Films on Contact Behavior

Although the noble metals (gold, platinum, palladium)and their

alloys resist gross corrosion, the contact performance of platinum and

palladium is influenced by the very thin, stable oxide films formed in

air. These effects are perhaps best typified by contacts operating in

a sliding mode. In "standard" sliding tests at Battelle, specimens of

contact materials are fabricated from 0.110-inch-diameter wire, and are

tested in a sliding crossed-rod configuration. Tests are conducted in

a sealed chamber containing known, and closely controlled environments.

Specimens are prepared asceptically to prevent spurious surface con-

tamination effects. The equipment used is designed and instrumented

for a range of contact forces, sliding velocity, and to permit measure-

ment of static and dynamic contact resistance and coefficient of slidi_

friction. As preface to surface oxide effects, Figure 5 describes the

performance of gold sliding on gold. The criteria here are sliding

friction and the range of static contact resistance, both as a func-

tion of operating time. During sliding in either nitrogen or N2-02,
sliding friction increases continuously. Static contact resistance

first decreases, then increases slightly as sliding and wear progress.

From studies at Battelle, it is known that the presence of oxygen does

not influence the performance of sliding, low-energy gold contacts.

The presence of water vapor appeared to have some lubricating value,but

did not influence the electrical phenomenon of gold.
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TABLEi. EFFECTOFOXIDATIONONCONTACTRESISTANCE

Alloy (wt %) Type Initial

Static Contact Resistance, m
After i000 Hr,

200 C Air
Exposure

Maximum Minimum

Oxide Thick-
ness, From

Exposure, A(I)

Au-19Ag
Au-19Ag-21n
Au-ICo
Au-12Cu

Au-0. iCo

Au-0. iCo

Wrought 6.4 4.2 2.6 0
Wrought 9.8 98 4.1 Not measured
Wrought 10.2 5.0 2.3 Not measured
Wrought 7.3 2800 12 1400

200 _in. plate 1.9 153(2) 8.3 (2) 61 (Copper
on copper oxides)

200 _in. plate 1.9 6.8 (2) 3.2 (2) Not measured
on nickel

(1) Determined by electrolytic reduction. Indium and cobalt oxides

are not reducible in the techniques used.

(2) After i00 to 120-hour exposure.
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Wear of gold contacts occurs largely by adhesive transfer. Alloy-

ing of gold can radically affect contact performance, but the affects

are generally predictable and are related to expected changes in sur-
face reactions.

Platinum- and palladium-base materials as sliding low-energy con-

tacts are different in many respects from gold-base alloys. The dif-

ferences in contact performance are largely explained by environmental

reactions at the surface. Figure 6 shows typical results of sliding

tests for platinum and palladium. In nitrosen, sliding friction shows

a modest drop, followed by an increase during contact wear-in. Here,

processes such as disruption of a thin surface film, initial wear pat-

tern development, and work hardening at the surface explain the be-

havior. Thereafter, sliding friction remains relatively constant un-

der nitrogen. Contact resistance of platinum and palladium is i to

1-1/2 orders of magnitude greater than for gold, and does not decrease

during formation of the wear pattern but increases continuously. The

electrical resistance behavior is associated largely with development

of wear particle debris that is absent in sliding gold contacts. When

oxygen is introduced to the test environment, radical changes are seen.

Sliding friction decreases, and contact resistance and particularly

the spread between maximum and minimum contact resistance increases

drastically, as shown. Oxygen results in a much greater number of

finer wear particles in sliding platinum and palladium contacts com-

pared with wear debris in the absence of oxygen. The constriction re-

sistance associated with the wear debris explains in large measure the

drastic rise in contact resistance of platinum and palladium sliding

in the presence of oxygen.

From this discussion, it is apparent that unalloyed gold, which is

chemically inert with respect to normal inorganic environmental re-

actions in air, is not affected by oxygen in electrical contact appli-

cations. In contrast, the very thin, but stable oxides on palladium

strongly influence behavior. These films are too thin to have much

direct effect on resistance, but either residual films or films gener-

ated during sliding in air promote an abrasive wear mode and fine wear

debris in the wear track, which does, by added constriction resistance,

significantly affeet contact performance.

Organic Film

In addition to the effects of the usual environmental components

(0, S, H20 , S02, etc.), the influence of organic vapors on both slid-

ing and relay contacts is extremely important. Organic vapors may be

locally introduced to otherwise clean environments by adsorbed films

residual from prior degreasing operations, or by slow volatilization

from insulating plastics in vacuum or in asceptic, hermetically sealed

devices. Under dry circuit (nonarcing) low-energy conditions, the
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presence of organic vapors, such as benzene, results in the formation

of an insulating polymer that opens or prevents closure of the electri-

cal circuit. This is called frictional polymer formation.

Figure 7 illustrates the behavior of gold under dry s_ding condi-

tions as evaluated in Battelle studies. 5 Benzene vapor was introduced

at about i00 cycles. Instead of rising gradually as is usual in N2 or

N2-O2, the friction decreased slightly through about 7000 cycles, then

dropped more noticeably between about 7000 and 12,000 cycles. Commonly,

an incubation period is required to form polymer. The modest decrease

in friction from i00 to 7000 cycles reflects modest lubrication value

of adsorbed benzene. The drop at about I0,000 cycles is associated

with polymer formation. This polymer "lubrication" markedly decreases

the wear rate of the sliding gold contacts. Contact resistance is not

affected in sliding dry circuit tests of gold-on-gold. Dynamic resis-

tance measurements (e.g., measurements during sliding) of gold sliding

on gold in Battelle's test facility shows frequent open circuit bounce

when tested in N2 or N2-02 environment. Electrical noise, defined as

the dynamic resistance envelop, is accordingly extreme for gold. With

the development of frictional polymer and its incorporation in the wear

track, open circuit bounce is eliminated and contact noise is reduced

to very respectable values. Figure 8 shows the wear track of a gold

specimen after testing under polymer forming conditions. The dark

polymer that forms is adherent, easily sheared, and not continuous.

Although it is most likely nonductive, its morphology in the wear track

is such that gold-gold contact is retained. Frictional polymer of this

type formed on pure gold under dry sliding conditions is very benefi-

cial to contact performance.

Dry sliding tests of palladium in the presence of organic vapor

show quite different behavior from that of gold. Figure 9 illustrates

this behavior. After an incubation period approaching i00,000 cycles,

polymer forms. This results in an apparent decrease in friction, but

with a relatively large increase in contact resistance from a value of

10-20 milliohms to values of several hundred milliohms. In comparison

with tests on gold, the amount and type of pol_Tner are quite different.

Figure i0 shows a rather fluffy polymer, containing metallic wear de-

bris, largely, but not completely swept from the wear track.

Platinum studies in benzene showed polymer formation tendencies

similar in some respects to those for palladium--large amounts of

fluffy, nonadherent polymer are formed after rather long incubation

periods. However, as shown in Figure ii, the polymer is completely

swept from the wear track, and as a result, there is no affect on

friction nor on contact resistance. Most surprisingly, the wear rate

of platinum, and even of hard platinum alloys is drastically increased

to values greater than those for soft gold under polymer forming
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FIGURE 10. FRICTIONAL POLYMER ON PALLADIUM 
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conditions. The increased wear is illustrated in Figure 12. As yet,

there is no explanation for this behavior. In contrast with the bene-

ficial effects of polymer formation on gold, polymer formation during

sliding of platinum, palladium, and their alloys, is highly detrimental

to contact performance.

Effects of Vacuum

The absence of oxygen or other environmental contaminants in space

would be expected to influence the performance of contact materials.

For example, the effect of oxygen in generating profuse amounts of wear

debris on palladium alloys would be absent, and generally lower values

of contact resistance might be expected in space than in earth service.

On the other hand, the lack of foreign surface films (e.g., oxides)

increases the tendency for adhesive metal-to-metal bonding, as is well
known , and kinetic friction values, stick-slip behavior, and contact

noise values will increase as a result. Specific effects of vacuum on

contact performance involve complex considerations of contact material,

device design, mode of operation, and service life.

In evaluation of gold alloys for possible use as connector materi-

als, Battelle under NASA sponsorship 7 has performed sliding tests in

air and vacuum which serve to illustrate the influence of vacuum on

material performance. Table 2 summarizes some data obtained in this

program. Measurements of kinetic friction, static contact resistance,

and sliding contact noise after the contact surfaces had been cycled

through I00 sliding cycles are listed. This sliding service is reason-

able for connector applications, but barely within the region of "wear-

in" for sliding applications such as slip rings.

As described previously, the binary Au-19Ag alloy is resistant to-

wards the formation of oxide films, while the other alloys do contain

oxidizable ingredients and the surface films formed do influence be-

havior. As indicated in Table 2, the friction coefficient of the less

noble alloys, although lower than that of Au-19Ag in air operation, is

measurably increased by i0 to 30 percent to the range exhibited by the

Au-19Ag alloy during cycling in vacuum.

Measurements of static contact resistance after i00 sliding cycles

in vacuum show the values to be from about 3 to 4 milliohms (_ 40 per-

cent) lower than after comparable treatment in air for alloys contain-

ing stable oxide formers. For the Au-Ag alloy, this difference was

only i.i milliohm on the average. The differences in static contact

resistance are attributed to differences in wear modes and the amount

and size of wear-particle debris present in the wear track

where measurements were made. Sliding in alr favors the generation

of many fine wear particles for alloys containing copper, cobalt, or
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TABLE 2. SUMMARY OF SLIDING CONTACT BEHAVIOR AFTER i00 SLIDING

CYCLES IN N2-20 02 AND VACUUM

Alloy (wt %)

Coefficient of

Slidin_ Friction

Air Vacuum

Median Static

Contact

Resistance_ m

Air Vacuum

Sliding Contact

Noise (Peak-To-

Peak Res.)_ m Q

Air Vacuum

Au-19Ag 2.34 2.18 3.4 2.3

Au-12Cu 1.70 2.06 7.2 4.5

Au-19Ag-21n 1.61 2.07 7.2 3.6

Au-12Cu-21n 1.65 1.77 9.0 5.5

Au-ICo 2.15 2.44 8.1 5.0

Au-ICo-lln 1.99 2.14 9.5 6.3

4.7 8.6

7.0 10.2

5.6 6.4

9.5 11.4

9.0 9.2

8.0 8.7

Note: Test vacuum was _ 10 -7 to 10 -8 .

All data are averages of at least two tests.
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indium. In vacuum, tendencies are towards adhesive transfer rather

than abrasion as the dominant wear process, and wear particle debris

is much reduced. Accordingly, constriction resistance, hence static

contact resistance, associated with wear debris is lower after sliding

in vacuum.

Sliding contact noise, a measurement of dynamic contact resistance

peak-to-peak variation made while contacts are sliding, is highly de-

pendent upon the mechanical and operating characteristics of the con-

tact device (contact load, sliding speed, contact mounting rigidity,

etc.). The indicated results in Table 2 show that in every case,

noise is greater in vacuum sliding than in air sliding. This also is

attributed to the increased "stick-slip" behavior associated with the

predominant adhesive wear made under vacuum.

In general, differences observed between air and vacuum sliding

were small in the cited examples, although the indicated trends were

quite definite. In absolute terms, values of sliding friction and

contact noise were not as low as is desirable for low-energy contact

materials. Theseresults, however, do suggest the types of evaluations

that are critical to evaluations of performance of electrical contact

materials for space application.

Electroplated Contacts

As mentioned previously, gold or gold alloy electroplates are often

used in contact devices. Implicit in their use is that service condi-

tions be within the limits of wear and breakthrough to the inexpensive

but undesirable (from electrical contact aspects) substrate surface.

Life and reliability of performance depend on wear rates, thickness,

and impermeability of the eiectrodeposites, as well as the electrical

contact behavior such as contact resistance and its stability, and

sliding contact noise.

Despite at least moderate use of electroplated contact materials,

much remains to be learned about performance as related to plating

quality requirements and electroplate-substrate interactions.

In a NASA-sponsored program at Battelle 7, numerous performance

aspects of electroplated gold-alloy contacts are being evaluated.

Briefly, some of the major findings to date are summarized in the fol-

lowing paragraphs.

Porosity of gold-alloy electrodeposits is very sensitive to sub-

strate cleanliness and geometry, and to plating thickness. Data for

Au-0.1Co electrodeposites on chemic_ ly polished copper substrates
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having initial roughness of 5 to 7-microinches CLA, illustrate the
effect of plating thickners:

Nominal Coating
Thickness,

microinches

Pore Density (No. of
Pores/sq cm),

(5 Determinations)

5O

i00

200

i0, 21, 4, ii, 4

3, 7, 4, 2, 0

I, 2, i, 0, 1

Data were obtained by electrographic printing.

Performance of electroplates may differ markedly from that of simi-

lar wrought gold alloys. Table 3 compares some sliding contact materi-

al evaluations of solid, wrought versus electroplated Au-Co alloys.

From these data, it is apparent that the electroplated material is

markedly superior to the wrought material in both N2-20 02 and vacuum

environments. The wear mechanism for the wrought alloy was predomi-

nantly adhesive transfer, but that of the e_ctroplated material showed

no evidence of either adhesive transfer of abrasive wear. Wear tracks

of electroplates were smooth with only very few wear particles. This

wear mode was reflected in low contact resistance, stability, and con-

tact noise. Exact reasons for these pronounced differences are not.yet

known, but surface chemistry differences are believed most important.

Laboratory tarnish tests on Au-Co electroplates over copper showed

no evidence of substrate bleed-through. As discussed previously, oxi-

dation tests performed in air at 200 C for times up to I000 hours

showed that both copper and nickel diffused through even 200-microinch

electroplates in as little as i00 hours, resulting in high resistance
values.

In summary, electroplated contact materials exhibit performance

characteristics that are not necessarily predictable based on knowl-

edge of solid wrought material of similar nominal composition. Much

remains to be learned concerning the reasons for these differences to

allow design and development of optimum electroplated composite ma-
terials for service as electrical contacts.

Summary

Studies at Battelle have demonstrated the extreme importance of

surface reactions and phenomena to the performance and reliability of

materials used for low-energy electrical contacts. Reactions charac-

teristic of earth-ambient environments and their influence on contact

behavior are reasonably well understood. These are important to space
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TABLE3. COMPARISONOFCONTACTPROPERTIESOFWROUGHTA_D
ELECTROPLATEDAu-Co ALLOYS

Test
Material Environment

Properties Measured After i00 Slidin$ Cycles (1)

Sliding

Friction Static Contact Contact Wear Scar

Coeffi- Res._ m _ Noise, Width,

cient Median Range m _ cm (2)

Wrought N2-20 02

i00 _in. N2-20 02
Electro-

plate

Wrought Vacuum (3)

i00 _in. Vacuum (3)

Electro-

plate

2.15 8.1 3.9 9.0 0.0172

1.39 2.0 1.0 6.0 0.0056

2.44 5.0 4.7 9.2 0.035 (4)

1.31 2.4 2.1 6.3 0.012 (4)

(I) Results are averages of at least two tests.

(2) On 0.110-inch-diameter rod specimens.

(3) 10 -7 torr.

(4) After 500 sliding cycles.
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activities in that earth manufacture, testing and qualification, and
storage remain necessary functions. Whereelectrical contact materials
are to be used in space without environmental control, performance is
governed by the hard vacuumof space. As indicated by simulated-air
versus vacuum tests, life and performance may depend strongly on en-
vironment. For long-duration space missions, someof the problems as-
sociated with long-life, high-reliability electrical contact materials
are known or can be predicted. Others, however, will require more de-
tailed knowledge of specific mechanismsgoverning contact performance,
and the relation between these mechanismsand behavior of contact ma-
terials to allow formulation of newand improved electrical contact ma-
terials for space application.
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ABSTRACT

The advent of long duration space flights magnifies

existing historical problems and imposes new ones which

must be solved if those flights are to achieve their

missions. Because of the high equipment operating times

involved, the opportunity for failures to occur increases.

Our task then is to reduce the impact of equipment
failure.

Historically, we have been plagued by failures of the

lowest order equipments which have in turn resulted in

loss of mission or objective. Concentrated R&D efforts

to improve those equipments has resulted and will con-

tinue to result, in significantly increased success.

Another method to reduce the occurrence of failures is

to optimize equipment operating time.

Still another method to reduce the impact of equipment

failure is to apply the concept of redundancy logic and

its extensions to systems designs.

Similar effort needs to be expended in the R&D concep-

tual area to provide techniques for fault detection and

restoration of failed equipment to operating condition

within the time constraint imposed.
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INTRODUCTION

The advent of long duration space flights magnifies

existing historical problems and imposes new ones if those

flights are to achieve their missions. Because of the high

equipment operating time involved, the opportunity for

failures to occur increases. Examination of a system whose

mandatory functions are satisfied by 300 equipment compo-

nents in simplex array can serve to demonstrate that point.

If each of the 300 components has a failure rate of .62

x 10 -6 failures per hour, the probability of successfully

operating that system for 48 hours is greater than .99.

That two days of continuous operation can be related to a

Mercury flight. If, however, the same system were to be

used in a Mars/Venus flyby, circa 1975, the probability of

its success becomes .086. The reduction is due to the fact

that the components must operate for 13,200 hours. It is

of interest to note that the failure rate used coincides

with that of the combined electrical connector types used

in the Boeinq 707 and 720 aircraft. It is also sianifi-

cant to point out that the failure rate of connectors com-

pares favorably to that of other components.

It is obvious that a probability of success as low as

.086 cannot be tolerated. The task then becomes twofold.

On one hand, the incidence of failure must be reduced.

On the other, the impact of individual component failure

on the system must be lessened. Both of these consider-

ations must also recognize their effect on each other and

any mission or system constraints which are imposed. It

is possible, as shall be shown, to degrade one factor

while introducing a gain in another with a resultant net

gain in their cumulative effect. Systems analysis to

establish trends and optimize the possible combinations

of component array and actions should be utilized to

synthesize a simulation model in order to predict system

behavior. It should be noted that the desired condition

is one of no failure, but in actual practice failures occur.

It is that "real life" condition which must be treated.

Historically, the plague of failures of the lowest

order of equipment has been the cause of loss of mission or

objective. Concentrated effort to improve those equip-

ments has resulted in a significant capability to achieve

success. If the 300 components previously treated for a
Mars/Venus flyby were to have a failure rate of .048 x 10 -6

failures per hour, the probability of success becomes .827.
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The gain is significant. Use of .048 x 10-6 failures per
hour was deliberate in that it is the failure rate attri-
buted to MIL-C-26500 connectors in the same environment
as that previously cited for combined electrical connectors. 1

COMPONENT RELIABILITY IMPROVEMENT

The established reliability ratings of many of today's

lowest order standard equipments dictate the need for

design improvements. Items like connectors, switches,

fasteners, pipe joints, oil seals, electric motor and

generators are cited. Fortunately, unlike the weather,

something can be done about component reliability.

In many cases a new or improved material is required,

or possibly a change in design concept. Whichever the case,

the fact that some meaningful component R&D efforts are

needed is inescapable.

To be really effective, these R&D efforts are needed

in the conceptual phase of program development. A compo-

nent "Most Wanted" list should be established and R&D

efforts undertaken to satisfy these requirements.

After the system designer has laid his pencil to the

board and begun component selection, it is frequently too

late to initiate component R&D efforts. It is well known

how drawing release schedules constrain prototype develop-

ment and testing.

An example of how a component R&D effort can pay-off

is Boeing's experience with electro-mechanical switches.

For some time, these switches have been the standard compo-

nent selected by system designers for indicating changes

in the relative position between two parts. The switches

have been and continue to be a problem in critical appli-

cations due to their relatively high failure rate. The

problem has been design concept. The fact that electro-

mechanical switches have internal and external parts which

must move for switch operation dictates inevitable failure

due to mechanical wear or contaminants entering the switch

housing through mechanical access holes. Actuating levers

are easily bent or broken. Electrical contacts become

contaminated and shorts occur. A switch was needed which

is hermetically sealed, has no moving parts and a signi-

ficantly improved reliability.
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An aggressive R&D effort was undertaken by selected
switch design manufacturers at Boeing's urging• The result
was the solid state proximity switch• This switch is
hermetically sealed, has no moving parts and is demon-
strating a major improvement in reliability• The trouble
rate of electro-mechanical switches for a cross section
of applications on Boeing 727 aircraft averaged 58 x 10-6
failures per hour of switch operation• A similar cross
section of applications of the proximity switch _n Boeing
737 aircraft reveals a trouble rate of 3.8 x i0 -V failures
per hour of operation. In the cited like applications,
electro-mechanical switches averaged failing approximately
fifteen times more often than proximity switches•

Another example of how component R&D efforts can pay
significant reliability dividends is the Integrated Drive
Generator (IDG). _

The IDG concept was originated by Sundstrand Aviation
in 1966. The objectives were to:

• Improve significantly the overall

reliability of aircraft electrical

power systems•

• Achieve weight reductions and improved

maintainability where possible, yet

maintain or increase electrical power

output ratings.

The IDG has taken the constant speed drive and a gen-

erator and merged them in a single housing. Prior to the

IDG these items were installed and maintained as individual

components.

The IDG design resolves many of the problems associated

with the individual component approach• The drive and gen-

erator are contained in a single housing and share a common

bearing and oil supply. The oil acts as a lubricant for all

bearings and a generator coolant by being sprayed directly

onto the generator windings• There are no rotating oil

seals between the drive and generator, thereby eliminating

a major source of possible oil leaks. All bearings are

uniformly lubricated during operation.

Several fallout improvements have resulted from IDG

prototype testing• Two are a reduction in payload penalty

65



and increased safety.

Another advantage of the oil cooling is that the
generator can run at 150% of rated load continuously with-
out damage whereas air cooled generators can only sustain
overloads for a few minutes without damage to insulation.

The big payoff in the IDG R&D effort has been the
achievement of the reliability objective. The initial Mean
Time Between Failure (MTBF) of the combined drive/generator
package is predicted to be 10,000 hours or approximately
three times the MTBF now obtained from previous designs.
With design maturity and experience the MTBF is expected in
increase to 15,000 hours or more. Component R&D can and
does pay-off.

REDUCING IMPACT OF FAILURE

Thus far the introduction of high reliability components

has increased the systems' probability of success from .086

to .827 for a Mars/Venus flyby mission. The gain is laud-

able, but the risk is still high. The second part of the

task is now at hand. It is one of reducing the impact of

individual component's failure. The first method that

comes to mind is the concept of redundancy. If half of the

300 components in the previously shown high reliability

system are redesigned so that parallel redundancy exists,

then the mission probability of success becomes .909. For

that increase, the payload penalty in weight and space is

roughly equal to one-and-a-half times the original value.

If all 300 components were to be made duplex redundant, the

probability of success becomes .999. The increased prob-

ability of spurious or unwanted signals or functions being

introduced into the system by the redundant legs has been

ignored.

Up to this point, restoration actions relating to the

continuously operating system have not been considered.

With the introduction of redundant legs, restoration of

failed components to proper operation becomes feasible if the

failures are detected. Failure of one leg of a duplex array

does not cause loss of function.- If the second leg fails

while the first is being restored, then system failure occurs

since we have originally stated the requirement for con-

tinuous operation. Effectively, the requirement has been

66



that there is no allowable system downtime. In the system
where half of the components were made redundant, the prob-
ability of success remains .909 if failed legs can be re-

stored to operational use in an hour. Under the same con-

ditions, the all-duplex system's probability of success

remains .999. In addition to doubling the number of in-

stalled components and adding connection requirements, the

need for spares, trouble detection devices, and other

logistics resources has been added without a detectable

third decimal place improvement in probability of success.

In the system described, there appears to be no justifica-

tion for providing an in-flight restoration capability.

Miniaturization and micro-miniaturization have made

valuable contribution_toward_reducing the redundancy pay-

load penalties. In the case of the all-duplex system, if
miniaturization were to increase the failure rate of each

component to the original value of .62 x 10 -6 , the prob-

ability of system success becomes .980.

It is conceivable that a concept of standby or switch-

over redundancy could be used whereby a single component

could act as the redundant leg for more than one in-line

component. Standby or switchover redundancy imposes a re-

quirement for the capability to detect impending failure of

the component for which the redundant component will be

substituted. Application of this technique requires mar-

ginal diagnosis and the setting of pre-control limits at

which the use of the redundant component is made. Once

having determined when to use the redundant leg, it could

be switched in by manual action or it could be automated by

having the impending failure sensor act as a trigger. Two

significant contributions to reduce the probability of

success (when compared with the all-redundant system) have

just been made. One is the reduction in the number of

equivalent redundant legs and the other is the introduction

of added components by the sophistication of troubleshooting

and switch-in requirements. On the positive side, a payload

gain may be achieved and the probability of inadvertently

introducing a signal or function has been reduced.

Thus far the system considered had to operate contin-

uously with no downtime allowed. If the original simplex

system (or one with similar characteristics) is considered,

but one hour of downtime can be tolerated at any time during

the mission, then its probability of success becomes .991

if we can restore the failed component to operational use in

20 minutes. No redundancy has been built into the system so
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there is no payload penalty on that score. There is a pay-

load penalty involved by the requirement to troubleshoot and
effect restoration rapidly. The luxury of allowing equip-

ment downtime can sometimes be afforded by the introduction

of a capability to accumulate, store, and use on demand the

function it provides. In that manner, continuity of function

is provided during the time the equipment which normally

provides it is being restored to an operating condition.
Use of this technique could provide the one hour of equip-

ment downtime necessary to obtain the probability of success

of .991 just cited. Note that the requirement for contin-

uous function has been retained and satisfied by a type of

redundancy related to the function rather than the equip-

ment components themselves.

Figure 1 compiles the predicted availability of the

example system's function for two component failure rates.

Some variety in component functional arrangement and con-
ditions of restoration action is included. The numbers on

the chart are not considered absolute within themselves.

They have been derived for use in establishing trends which

result from the changes in configuration and actions allowed.

ONDITIONS

ESULTS

SIMPLEX
SYSTEM

HALF DUPLEX
REDUNDANT
SYSTEM

ALL DUPLEX
REDUNDANT

AVAILABILITY OF
SYSTEMS FUNCTION

.62 x 10 -6 .045x10 -6

FAILURES/ FAILURES/
HR. HR.

.086 .827

.885

.290

.293

.980

.991

.909

.909

.999

SYSTEM .999 .999

*STORED FUNCTION USED DURING DOWNTIME
** FOR FAILED REDUNDANT LEGS ONLY

FIGURE 1

ALLOWED

EQUIPMENT
DOWNTIME

1 HR*

1 HR.**

1 HR.**

MEANTIME
TO
REPAIR

NO REPAIR

20 MIN.

NO REPAIR

1 HR.

0

1 HR.

APPROXIMATE
PAYLOAD
PENALTY
FACTOR

>0

1.5+

> 1.5+

2+

> 2+

EXAMPLE SYSTEM'S AVAILABILITY
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CONSIDERATION OF CUMULATIVE EFFECTS

There are other mission conditions which can be con-

sidered. Each system must be examined for its own require-

ments. A system may have to operate continuously to pro-

vide a function. Another system may have some equipment

downtime allowed if the function can be stored and used on

demand. Still another system may operate to provide a

function which is used intermittently to commence either at

a discrete time or during an envelope of time. In the last

case, properly scheduled pre-use checks can be of value.

The check won't assure that the system will work on demand,

but it will provide opportunity for restoration action. If

the system is down and no pre-use check is made, then the

time constraint within which to effect restoration is limi-

ted to zero or the envelope of time during which it must

commence functioning if it has failed during its dormant

period. Thus, the pre-use check can serve to provide an

amount of time, in addition to the envelope, during which

restoration action can be performed.

Models which consider and simulate the functional

arrangement of system components and the operating demands

are extremely valuable tools which should be used to opti-

mally approach goals or requirements for performance. One

such model was used to predict the trend of the Saturn V

Launch Vehicle availability for launch during a lunar win-

dow. The first step_in the process of simulation was to

describe the functions performed during pre-launch test and

checkout and to optimize the arrangement of the functions so

that the series path of functions would consume as little

time as possible. Once having optimized the pre-launch

flow, simulation runs were made to determine the probability

of successfully launching the vehicle during a lunar window.

That probability of no failure was approximately .20. When

that probability was allowed to include not only the "no

failure" runs but also those during which failure occurred,

and the failures were restored to operational use within the

time constraint imposed, it became .45. Holds were intro-

duced into the operational flow and simulation runs made.

The holds were inserted so that they could be used all

at once or bit by bit during designated phases of the count-

down. If all of a phase's hold time were not used for re-

storation during a simulation run, the remainder was simply

used by a dwell at the end of that phase. Equipment operat,

ing time was charged to the entire phase. The elapsed time
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for a phase then became the sum of the critical time path
and the planned hold. Hold time was varied until an optimum
probability of launch within the lunar window occurred. The
time constraint within which to effect the restoration action
now became not only the launch window and the period of time
equipment was not on the critical time path, but those two
times plus the hold time. More failures were experi-
enced during the simulation runs because of the increased
equipment operating time, but the loss was more than offset
by the increased capability to recover from failure.

The net effect of opening up the time constraint with-
in which to effect restoration action resulted in a prob-
ability of successfully meeting the launch window of approx-
imately .65.

CONCLUSIONS

From the limited model shown in Figure 1 and the launch

vehicle availability experience stated some general con-

clusions can be reached• These are:

i. The use of high reliability components

makes a significant mission success con-

tribution in itself.

• If component redundancy is used, little

gain is made by introducing the capability

to restore failed legs to an operating

condition.

. Redundancy, with its payload penalty, can

be used to solve the problem of high re-

liability parts' unavailability. Where

payload penalty is not a factor, as in

ground support equipment, the economics of

using redundant low reliability components

should be considered•

4. Where equipment downtime can be tolerated

or introduced, a restoration capability can

be used extensively as a contributor toward

availability requirements.

5. Reliability and restoration capability can,

and should, be traded with respect to each
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other to achieve required availability in a
safe, cost-effective manner.

In addition, it can be concluded that more sophisticated
models utilized in computerized systems simulation should
be used during the advanced design phase of a system to pre-
dict availability. The logic of the model should consider
both reliability and the capability for restoration actions
as possible contributors to availability. The product of
the model should be an optimized arrangement of components
to achieve the availability requirement within any con-
straints which are imposed. The task at hand is to reduce
the impact of equipment failure on mission success.

Note that the task is "to reduce the impact of equip-
ment failure on mission success". It follows, then, that
an equipment failure which does not cause a function to go
out of tolerance during the time when that function is re-
quired, has no impact. The ideal path is to eliminate
equipment failures entirely. Concentrated R&D efforts to
improve the reliability of equipment have resulted in a
siqnificant]y _nc__ succ_ _tte_,_. Similar amounts
of R&D effort must be expended to provide techniques which
recognize or introduce allowable equipment downtime and the
capability to restore those equipments to an operating con-
dition within the time constraint imposed.

Mission success can be thought of in terms of its
complement - mission failure. Mission failure occurs when
there is loss of a mandatory function. Mandatory function
loss occurs when there is an equipment failure which is
not restored within the time constraint imposed. Equipment

failure is dependent upon its inherent reliability and its

operating time. Restoration of equipment failure depends

upon its inherent restoration characteristics and the allow-

able time within which to restore.

Some actions which enhance one factor may tend to de-

grade another. The use of a plug-in unit may allow quick

component replacement but degrade reliability by the intro-

duction of a connection point. The use of "B" nuts instead

of welded tubing has a similar effect. It is only When the

cumulative effect is considered that a logical decision can

be reached. There must be no cultism or tunnel vision

practiced. Cumulative effect implies a requirement to con-

sider the variable effects of all contributors in order to

establish a trend which can be optimized to approach the

goal - MISSION SUCCESS.
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Program Objectives

The objectives established for the Gemini Program were varied and

technically quite demanding as shown in Figure 1. They included the

original objectives which were established at program initiation as well

as several key objectives which were established during the program in

response to evolving manned spaceflight requirements. This latter group

generally required an extremely rapid reaction by the Gemini Program

team to meet the schedule required.

A major objective was rendezvou_ and docking. This required the

inclusion of sophisticated electronics for establishing relative vehicle

positions and velocities. Sophisticated dynamic analyses and mission

planning techniques were also required. The Agena target vehicle was

furnished by the Air Force. A docking adapter was developed by McDonnell

to mount at the forward end of the Agena.

Another major program objective was the control of the reentry to

achieve landing at a preselected touchdown site which required an offset

of the vehicle CG to achieve aerodynamic lift and some means of control-

ling the direction of the lift trajectory. This wa_ accomplished by use

of much of the same electronics hardware required by the rendezvous and

docking objectives.

Another major objective which is probably the one of most interest

to this particular symposium involved a mission duration of l_ days.

Although many of our unmanned spacecraft had completed missions of much

longer duration, a manned flight of l_ days was a considerable increase

over previous manned spacecraft experience at the time and has not been

exceeded to date. The major spacecraft feature which resulted from this

requirement was the use of a fuel cell for electrical power utilizing

hydrogen and oxygen reactants. In addition, more stringent time-dependent

design and qualification requirements were implemented.

In addition to the objectives which were established at program

initiation, there were several opportunities during the program to achieve

more sophisticated goals. These opportunities were seized upon with vigor

and accomplished in a timely manner. An example is the achievement of

extravehicular activities on several missions. This capability was

provided through minor modifications to the basic spacecraft along with
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extensive preflight crew training and carefully planned mission operation

activities. Another example is the Gemini 7/6 mission following the

failure of the target vehicle intended for use with spacecraft 6 to

achieve orbit. A plan wa_ quickly formulated to achieve a rendezvou_

between two manned spacecraft. Gemini 7 was modified for rendezvous tar-

get use and launched on its I_ day mission. It was Joined by Gemini 6 in

orbit for several hours of station keeping. Accomplishment of this dual

mission required some fast reaction changes to the Gemini 7 spacecraft

as well as an all out effort by the launch operations team. Another

example of an objective or requirement which was developed during the

program was an Augmented Target Docking Adapter (ATDA) which was developed

in a short time span as a backup to the baseline Agena target vehicle.

It utilized Gemini subsystem hardware packaged into an orbital vehicle

which was used as a target on the Gemini 9 mission.

It is apparent that the original Gemini Program objectives were

challenging and required a well conceived technical management approach.

Thi_ approach had a built-in quick reaction capability which also allowed

the achievement of several more objective3 which were created as program
evolution demanded.

Program Management

The Gemini organization was established in _uch a way that it brought

high level McDonnell management attention to bear on all elements of the

program while providing the NASA management team with access at any level
needed to assure timely coordination on problems _ well as routine matters.

This organization is sh_n in Figure 2. In addition to the normal project

line functions, the Vice President and General Manager wa_ _upported by

a Technical Director who gathered into a closely knit group the program

elements who were more heavily involved in technical aspects. This per-

mitted the normal program direction loop from NASA to the Vice President

and General Manager to be augmented by a rapid-response technical coordi-

nation loop through the Technical Director. It al_o permitted easy move-

ment of key personnel between engineering, acceptance tests, and launch

operations as required by the evolving program demands. In addition, the

Technical Director had a staff of Spacecraft Manager_ with companywide

authority to bring any required resources to bear on problems affecting
each specific spacecraft as it made its way through the manufacturing,

acceptance test, and launch operation phases of the program.

For a research and development program like Gemini where the objec-

tives were sophisticated, the schedule was demanding, and the attention

of the general public always present, routine management was obviously

unsatisfactory. Some of the key reasons for this are noted in Figure B-
It should be noted that the program was under a well-formulated incentive
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contract and had the advantage of excellent team morale stemming from

its high national priority and prestige. NASA and McDonnell capitalized

on these advantages and e_teblished many specific procedures which

allowed the program to receive the detail attention which it required.

Some examplea of the procedure_ used are shown in Figure 2. A daily

me_ting of key contractor personnel provided a means of instant communi-

cations between various _taff functions and gradually welded a common

approach to decision making which permitted delegation of daily problems

so that no time was lost due to lack of on-the-spot decisions. Control

rooms containing schedule and financial information, as well as facts

and status on outstanding problem areas were maintained in St. Louis and

Houston to permit rapid access to program status by both McDonnell and

NASA e×ecutivea. Monthly management meetings gave a regular forum for

presentation of data related to s_cific problems and resulting NASA/

McDonnell management review and direction. A configuration management

plan was established which achieved careful control of the evolving con-

figuration of each spacecraft without being unduly burdened by paperwork.

Subsystem managers were established for each major subsystem to assure

that across-the-board coordination between NASA, the prime contractor,

and the subcontractors was constantly achieved. This also assured that

the proper balance between engineering requirements, available funding,

schedule requirements, etc. was achieved. Another key management tech-

nique was the establishment of regular executive meetings including key

personnel from all of the major contractors. These meetings were called

by NASA Headquarters and proved useful in achieving top management parti-
cipation in the program.

Design Approach

The design approach u&ed on Gemini was typical of that employed in

moat major research and development program_. However, in many ways the

design approach used had a _trong influence on many of the program deci-

sions made later since the spacecraft configuration was deliberately

structured to permit operational flexibility.

A series of weekly NASA/McDonnell technical reviews was held through-

out the first year of the program. These involved across-the-table dis-

cussions of configuration details as they evolved. This series of meetings

essentially accomplished, in a les_ formal way, the Phase B/C program

definition effort now included in more recent programs.

Some examples of the configuratien tradeoffs made are shown in

Figure 5. One example was the choice of ejection seats rather than an

escape tower for launch abort. This minimized the dynamic interaction

between the spacecraft launch configuration and the booster as well as

providing a backup landing capability.
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Many of the configuration tradeoffs had a profound influence on the

later capability to react to evolving program requirements. It was

decided to locate the bulk of the subsystem equipment external to the

pressure vessel. Although this required qualification for a severe

vacuum environment, it yielded great reward_ in improving the capability

to manufacture, inspect, modify, and checkout the subsystem installation.

It also greatly reduced any potential in-flight fire hazards. The space-

craft configuration was separated into several discrete modules. This

greatly enhanced access to any individual subsystem area and again allowed

efficiencies in manufacturing, inspection and operational activities.

Another significant design concept change from our previous experience

on the Mercury Program was adoption of manual operation rather than auto-

matic operation for key mission functions. This tended to simplify many

of the subsystem design requirements. It also helped assure that key

mission sequences would not be inadvertantly actuated prematurely by an
automatic system.

Figure 6 gives an overview of the spacecraft configuration which

resulted from the original design tradeoffs. It _liustrate_ the modular

construction which was used. It also points out that independent systems

were used to achieve maximum reliability wherever required. For example,

the reaction control system u_e_ for reentry _a_ packaged separately and
remotely located from the orbital attitude and maneuvering system. This

assured that the reentry control system would be available and unused

when required for the extremely important reentry portion of the mission.

Ease of checkout and resulting reliability were greatly enhanced by the

proviaion of separate test points on each black box used to verify proper

operation and/or troubleshoot any anomalies without the necessity of

di_connectlng previously checked electrical connectors. Subsystem equip-

ment was located so that each piece could be individually installed or

removed without diBturbing adjacent piece_. This again enhanced reli-

ability in that it was unnecessary to disturb another piece of equipment

in order to work on a troublesome piece.

Figure 7 illu_trates one of the key design features which we believe

contributed to the reliability of the spacecraft. Wire bundles were
preassembled in three-dimensional fixtures on the bench so that uncluttered

and comfortable access to each operation was available. The spacecraft's

structure was so arranged that these premanufactured wire bundles could

be installed without undue bending or threading through structural holes.

This greatly minlmized inadvertant breakage or damage to the wire bundle.

Crew safety was always paramount in choosing the design approach for

a specific area. Figure 8 illustrates one example of this. At the time

of firing the solid retro rockets, it could not be proven conclusively

that the volatiles which remained in the Jettisoned portion of the adapter

section would not react violently and cause some damage to the spacecraft.

Although it was felt that the probability of a problem was small, a blast

resistant shield was developed to prevent impingement of the retrograde

rocket exhaust on the storage tanks in the jettisoned portion of the
spacecraft.
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Thenormal complementof development and qualification tests was
performed to assure achievement of full mission duration. These are
highlighted in Figure 9- Probably the most significant was the full-
scale thermal vacuumtest of a complete vehicle which achieved orbital
environment stabilizat ion.

Sustaining En6ineerin _

As noted in Figure i0, Gemini design and system engineers partici-
pated in all phases of the program from the initial establishment of

requirements through post-mission redesign required by mission anomalies.

Typically, an engineer might be involved sequentially in design efforts,

factory checkout, KSC checkout, real-time mission support, and post-mission

analysis for his particular area of specialization. This flow of personnel

from one program activity to another assured availability of competent,

technically qualified people for all program phases. This personnel flow

is illustrated in Figure Ii. A design engineer would begin his project

duties on the design team. He might then be assigned to a subcontractor's

plant to assist in and monitor the development of his subsystem. He

would then be assigned to the acceptance test team during the factory

checkout activities. He would then continue to KSC to participate as a

member of the launch operations team. Similarly, an operations engineer

who had participated in the Mercury launch operations would come to

St. Louis to monitor project design activities and/or participate in the
acceptance test operations. He would then proceed to the launch site

to again become a member of the launch operations team. These design

and operations engineers were augmented with St. Louis personnel experienced

in general test operations. These people would also Join the acceptance

test team and later flow into the launch operations team. Finally, the

remaining members of the team were made up of qualified vendor representa-

tives who had been involved in subsystem development at the subcontractor's

plant, then came to St. Loui_ to participate in acceptance testing, and

eventually to KSC as partof the launch operation_ team. This gathering

of technically qualified people from all program activity areas insured

a well-balanced test team who could do all necessary tasks in checkout,

troubleshooting, and correction of anomalies. Thi_ flow of people resulted
in staffing time histories as shown in Figure 12. It can be _een that

as St. Louis staffing passed its peak, the KSC _taffing was beginning to
buildup and achieved the required level of effort throughout the launch

operations period with many of the people coming from the original
St. Louis team.

Of equal importance with properly supporting acceptance testing and

launch operations, is providing highly _killed people for direct support

of the spacecraft and crew during the mission. This support was offered
at Houston in direct coordination with Mission Control Center while
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backup support was offered by a team located at KSC and by another team

of design specialists located in St. Louis. This is illustrated in

Figure 13. Figure lh summarizes _ome of the contributions that such a

team of technical specialists can make. A particular example involved

the failure of a cryogenic tank heater on the Gemini 5 mission. This

heater failed early in the mission and resulted in inability to provide

the desired pressure of oxygen to the fuel cell. After detailed analyses

of the circuitry failed to reveal any likely areas which could be repaired

by operational methods, attention was brought to bear on determining the

acceptability of the available pressure. A team in St. Loui_ immediately

began operation of a ground te_t fuel cell system with the supply of

pressure reduced to the level available in the Gemini5 spacecraft in

orbit. This test and other analyses contributed to a "go" decision which

permitted the full 8-day mission to be accomplished. Thus, an immediate

payoff was achieved from the capability provided in the mission support

team.

Another key technical management feature utilized on Gemini was the

capability to make changes ir2 the field in an orderly and qulck-reaction

manner. This was done through preparation of a Field Change Notice as

illustrated in Figure 15. The change could be prepared either at the

launch site or at St. Louis. Tt _ ÷_ ..... _ _ ............... _......_.... _ _ a ao_ change

board consisting of both contractor and NASA personnel. It would then

be fabricated and installed at the launch site, while being concurrently

reviewed in St. Louis for application to _ub_equent vehicles. This

capability for launch site changes permitted an eA_remely rapid turn

around for repairs of anomalies found during checkout.

This ability to react quickly to required chauges wa_ given the

ultimate test when it was decided to modify Gemini 7 so that it could be

used as a rendezvous vehicle in conjunction with Gemini 6. This was

prompted by the failure of the Gemini 6 target vehicle to achieve orbit.

Figure 16 shows the time phasing of the various activities required.

While Gemini 7 _as in it_ f_ctory checkout flow, zpacecraft 5 mi_ion was

accomplished. Thi_ mission had some anomalie_ vhich initiated modifica-

tions to aTacecraft 7. Th_e roods were incorporated prior to the delivery

date in eerly October. About three weeks after Gemini 7'_ arrival at KSC,

the spacecraft 6 target vehicle failed to achieve orbit, and the launch

of Gemini 6 was scrubbed. The decision was made a few day_ later to

rendezvous the two manned spaeecr_ft and this required another round of

modifications to spacecraft 7 to permit it to be u_ed as a target vehicle

for _pacecraft 6. By then it had reached its final checkout ph_e at KSC.

In the remaining 5 weeks before launch, these change_ were designed,

tested, fabricated, in_talled and verified, and launch accomplished.

Figure 17 lists the two types of modifications which were made; tho_e

due to spacecraft 5 anomalies, and tho_e due to the Gemini 7/6 mission.
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Failure Analysis and Corrective Action

In order to assure that each mission had full benefit of the know-

ledge gained on previous missions, it was necessary to have a tightly

closed loop for following up on failures and correcting anamalies. A

system was established which assured thorough failure analysis and formal

close out of any failure. Figure 18 illustrates the flow of activities

involved in this closed loop failure analysis.

Applications to the Airlock Module Program

As many of you know, the Airlock Program was conceived to make

maximum use of previously developed hardware, particularly from the

Gemini Program, to produce a subsystem core vehicle for the Apollo

Applications Program. Since this involved a mission duration of up to

8 months, it was necessary to develop a cost-effectlve methodology for

qualifying Gemini equipment for this greatly extended mission duration.

This methodology is illustrated in Figure 19. It results in a systematic

review of each component from the standpoint of its expected lifetime

capability. This review can result in decisions ranging from use of the

equipment without further testing, to modifying or replacing the part with

one of increased lifetime capability. A sample review form is shown in

Figure 20. For a given component each environment is considered indivi-

dually. The part's previous qualification limits are compared to the

Airlock qualification requirement. This detail comparison results in a

decision to either accept the part, extend its test history, modify the

part, replace it with a better part, move it to a less severe environment,

make it redundant, etc.

To generate basic information needed to support the acceptability

methodology described above, a limited number of Orbital Weathering Tests

have been initiated on the Airlock Program. These tests are summarized

in Figure 21. The vacuum facilities used in these tests are illustrated

in Figure 22. Radiation testing was accomplished with the equipment

_hown in Figure 2B. Results to date indicate that previous screening of

materials for vacuum usage was valid. Attempts to accelerate vacuum

exposure through an increase in test temperature have not yielded a cor-

relation with real time test data. Certain equipment features, such as

thermal coatings, lubricants, and surfaces subject to contamination, have

indicated some degradation and require further attention.

Summar_

When considered as part of a symposium on long life hardware for

space, the Gemini Program flight duration of 14 days seems modest.
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However, it did achieve a major extension of previous manned flight

duration and the management techniques and technical approaches utilized

are felt to be valid for similar research and development programs.

Many of the subsystem components utilized on Gemini are currently

planned for use in the much more ambitious 8-month flight duration of

the Apollo Applications Program. Careful management of test resources

supplemented by rigorous analysis of features affecting equipment life-
time provide a cost-effectlve avenue for development of the Airlock Module

for this program.
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TIROS AND ESSA SATELLITE DESIGN

AND TEST FOR MISSION SUCCESS

by

A. Schnapf

TIROS/TOS Project Manager
RCA Astro-Electronics Division

Princeton, New Jersey

The TIROS and the ESSA meteorological satellites have been one of this

country's most eminently successful unmanned satellite programs. During

this first decade of space, TIROS has progressed steadily from a research and

development program in 1960 to a semi-operational meteorological satellite

system between 1961 and 1965, and to the worldVs first global operational

system with the launchin_ of the TIR(_,_ C_peratio.-_a! System i__,_) ......... _-

ESSA 1 and 2 in February 1966. The TOS program will continue to provide

operational satellite systems with additional TOS spacecraft, and in the near

future the second generation Improved TIROS Operational System (ITOS) will

be introduced to provide further improvements in the operational system.

During these nine years of TIROS and TOS space operations, a total of

18 consecutive mission successes have been achieved by 10 TIROS and 8 ESSA

satellites, as shown in Figure 1. These spacecraft were built by RCA Astro-

Electronics Division under the technical management of NASA's Goddard Space

Flight Center. The operational satellites are funded and operated by the U. S.

Department of Commerce's Environmental Science and Services Administra-
tion.

The TIROS and ESSA programs objectives have been met and exceeded by

these satellites, assuring the scientists and weather forecasters of this coun-

try, as well as the users and researchers from many nations abroad, con-

tinuous daily global satellite observation without interruption. Typical weather

data are shown in Figure 2.

The TIROS and TOS programs have demonstrated how satellites can be

employed for peaceful use by all of mankind on this ever-shrinking planet.

These programs have also shown the reliability and the potential longevity of

unmanned satellites, as shown in Table 1, and their ability to provide
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routinely, vital operational data that can readily be interleaved with earth-
boundconventionaldata. Table 2 shows the useful life of the TIROSand ESSA
satellites. More importantly, the programs have demonstrated that these ob-
jectives can be realized on a cost effective basis. Table 3, extracted from
reference 1, compares various NASAunmannedspacecraft programs as to
cost.

The successof the TIROSand ESSAsatellites and the achievements of
this project canbe attributed mainly to the following factors:

a. A soundsystem concept, with a baseline design that permitted
growth and accommodationfor improved sensors.

b. An engineering reliability and quality program to assure the ad-
equacyof the spacehardware.

c. Detailed development tests and prototype and flight acceptance
tests at component, black box, and spacecraft level to demon-
strate the capability of meeting the expected launch and mission
environment and life.

d. A detailed spacecraft calibration and measurement program to
enable evaluation of the satellite's performance in orbit and to
provide key data to the operational centers.

e. A spacecraft launch andpost-launch support team to assure proper
spacecraft handling, testing, and post-launch evaluation.

f. The reliable Delta launch vehicle.

g. A Project Team effort by government and industry personnel.

The TIROSResearch and Developmentspacecraft design was initiated in
1958, a point in time whenthe spacefrontiers were barely penetrated and the
U.S. spaceprogram was still in its infancy. During this period, the TIROSI
satellite, launchedon April 1, 1960, was probably one of the more complex
and weightier spacecraft.

Theprimary objective of the program was to demonstrate the feasibility
of observing the earth's cloud cover from an earth-orbiting satellite by means
of slow-scan miniaturized television camera systems. The secondary mission
objective was to demonstrate the spacecraft design in the following areas:
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a. Spin attitudestability.

b. Satellitedynamics control, including despin, spin-up, and nutation

control.

e. Power subsystem consisting of solar array, voltage regulator, and

rechargeable power supply.

d. Communication subsystem including command receiver, telemetry

beacon, primary data, transmitter, and RF antennas.

e. Command and control, covering programming for direct and remote

operations, timing of camera and recorder events, and switching two

complete chains of subsystems.

f. Compatibility between spacecraft and the TIROS Command and Data

Acquisition Stations and Control Center.

g. Spacecraft and launch vehicle compatibility.

h. Spacecraft passive thermal design.

i. Satellitecapability,of _,rviving the launch envli-onnmn_ and opera-

tions in the space environment at a 400-n. mi. near-circular earth

orbit.

These objectives were successfully demonstrated by the mission of

TIROS I. The TIROS I spacecraft design, shown in Figure 3, was constrained

in diameter and weight by the capabilityof the Thor-Able launch vehicle in the

1958-59 period. The spacecraft weight limitwas set at 275 pounds in order to

enable the rocket to place the spacecraft intoa 400-nautical mile near-circu-

lar orbit with a 48-degree inclinationangle to the equator. The satellite

diameter of 42 inches was set by the maximum space available within the bul-

bous, low-speed nose fairing of the Thor-Able vehicle. The solar array

height and 18-sided polygon hat box shape were governed by the solar array

area and the storage capacity of the Nickel-Cadmium cells needed to support

the day and nighttime spacecraft loads. Additionally, considerations were

given in the array design to permit a limited amount of degradation due to the

space environment and stillprovide adequate power output to perform the

mission.

The flat drum-like baseplate was designed to provide a large clear sur-

face for mounting the black boxes and a structure that was capable of meeting

the static and dynamic loads. (During this early phase, the Thor-Able load

factors were not too well known since the 3-stage rocket had not made its

maiden flight. ) Very conservative prototype design loads of 2 to 3 times
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the expected flight loads were established. Additionally, the large flat mount-

ing surface permitted flexibility in layout of boxes and harness, suitable

thermal interface of units to the baseplate (which in orbit became the thermal

heat dissipator), and accurate alignment of the primary camera sensors and

other optical devices with the spacecraft spin axis and missile mating surface.

The limitations of weight and size contrained the design of the sensors

and the associated electronics to be lightweight. Additionally, these com-

ponents were designed to consume minimal power since the total daytime

average load the solar array was able to support was limited to 35 watts.

The television subsystem utilized a 1/2-inch slow-scan vidicon tele-

vision camera with a two-second readout. This unit was designed for low

power and minimum size, and was compatible with the video tape recorder

used for storage of picture data.

Spin stabilization, because of its simplicity and reliability, was selected

to keep the spin axis oriented in the orbit plane. The spacecraft spin was

maintained between 8 and 12 rpm. This speed was sufficiently high to keep

the spin axis stable and low enough to avoid picture smear.

The two TV cameras, one wide-angle ( 104 degrees ) and the second

narrow-angle (12 degrees ), were mounted with their optical axes parallel to

the spin axis; the lens of each camera projected through the underside of the

baseplate. In this configuration the cameras only viewed the earth for one-

quarter of each orbit since the spin axis was inertially fixed in space. Figure

4 (upper view) shows the orbital coverage of the early TIROS I to VIH satel-

lites. A continuous strip consisting of 32 overlapping pictures was taken

covering a scene 800 miles wide and 6,000 miles long. During a 24-hour

period of operations, a 14-orbit sequence would scan approximately one-

quarter of the sunlit earth.

With this brief description of the TIROS I mission objectives and design

constraints and the initial system configuration, it would be appropriate at

this time to examine a few of the system design details to show how the design

of a decade ago provided the foundation for a spacecraft that was not only able

to meet its primary and secondary objectives, but also provided a baseline

design that permitted expanded mission capability and growth, and evolved

into a highly reliable global operational system. Figure 5 shows the space-

craft evolution during this period. Despite the increased requirements from

the standpoint of data output in quantity and quality, each of the new blocks of

spacecraft provided increased length of life and continued to maintain cost
effectiveness.
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The design philosophy and techniques employed on the TIROS program

were the key to the development of a long life and flexible spacecraft. The

approach used was the application of sophisticated systems concepts trans-

lated into relatively simple and very reliable hardware.

The selection of spin stabilization to provide spin-axis attitude control

was well within the constraints of television camera optical requirements from

the standpoint of pointing and picture smear. The maintenance of the satel-

litets spin rate within the 8 to 12 rpm limits was initially achieved by the

employment of 5 pairs of thumb-size solid rocket motors that were mounted on

the periphery of the baseplate. Figure 6 shows these spin-up rockets. When-

ever the satellite's spin rate decayed to a value below 8 rpm (primarily due to

magnetic drag), a pair of rockets were fired to increase the spin rate approx-

imately 3 rpm. The 5 pairs of rockets were capable of keeping the speed of

the satellite above the 8 rpm limit for a period in excess of two years.

One of the more significant design innovations to the TIROS design was

implemented on TIROS II, launched November 23, 1960. The new design was
.... _, _,..... • 1..... h .... 1,,_ n_nvm,_d nn TIRO._ 1. It was observed

and later computed that the TIROS I satellite's spin axis was slowly precessing

sinusoidally over a 60-day period. This phenomenon was computed to be the

interaction between the earthts magnetic field and the satellite's magnetic

dipole moment. From the mathematical model established as a result of the

phenomenon, a very simple lightweight coil was installed on the periphery of

the satellite in a plane normal to the spin axis. Provision was made to pro-

gram electric currents of varying magnitude and polarity through the coil so

that a controlled magnetic field was generated in the vicinity of the spacecraft

(see Figure 7 ). This technique resulted in a net magnetic torque which, in

turn, precessed the satellite spin axis to precalculated positions. The method

was used successfully on all subsequent TIROS spacecraft.

Further refinement to the satellite's attitude control techniques was

made on TIROS IX, the first wheel-mode satellite, in which additional and

programmable magnetic coils were added to provide very precise spin-axis

control such that stabilization of +1 degree was established in all three axes.

This same system permitted the satellite's spin axis to be maneuvered by

magnetic torquing from the initial injection position in the plane of the orbit to

a position 90 degrees or normal to the orbit plane. In the wheel-mode attitude

the spinning spacecraft with its radially mounted television cameras was able

to observe the earth with each revolution of the satellite about its spin axis,

or approximately every 6 seconds. (Figure 4 compares the standard versus

the wheel-mode configuration. )
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Furthermore, on TIROS IX and all ESSA satellites, the addition of re-

dundant magnetic spin control coils permitted more precise control of the

satellite spin rate to a precision of ±25 milliseconds throughout the life of the

satellite. This improvement not only resulted in a very long life and a more

reliable device, but also permitted precision control of spin-up or spin-down

of the satellite spin speed, thereby permitting the spin rate of the spacecraft

to be used for timing or clocking key operational functions and simplifying the

processing of the operational data by the users. The spin control technique is

also employed on ITOS to adjust the spacecraft momentum of the system by

commutating spin control coils.

TIROS IX, the first wheel-mode satellite, shown in Figure 3, was

launched in January 1965 with the objective of expanding the capability of the

TIROS satellites to provide complete global weather observation on a daily

basis. This coverage represented an increase of four times the daily global

observation provided by the predecessor TIROS satellites.

With its new design, TIROS IX differed from its predecessors in many

aspects, and was the forerunner of the ESSA satellites now used in the TIROS

Operational System. Figure 8 depicts the TOS mission.

The primary differences that resulted in daily global readout of the

earth's weather are the reconfiguration of the satellite's sensors and sensor

triggering system, the addition of enhanced magnetic torquing for maneuvering

the spin axis and spacecraft spin rate, and finally the utilization of a sun-

synchronous near-polar orbit. In TIROS I through TIROS VIII, the two TV

cameras were mounted on the baseplate of the satellite with the optical axes

parallel to the inertially stabilized spin axis. Hence, the camera axes were

parallel to the orbit plane and viewed the earth for about 25 percent of each

orbit. In the TIROS IX configuration and in the TOS spacecraft, the TV

cameras were mounted diametrically opposite one another and looked out

through the sides rather than through the baseplate of the satellite. The satel-

lite was injected into orbit with the spin axis in the orbital plane; however,

the spin axis was then maneuvered by an improved magnetic-torquing system

to an attitude normal to the orbit plane. Figure 6 depicts the coils used to

orient the spin axis; Figure 9 shows the orientation technique. Thus, the

spinning satellite "rolled" along its orbital path and the field of view of each

camera passed through the local vertical once during each spin or "roll". At

the proper interval in the picture-taking sequence, the camera shutter was

triggered to take a photo of the local scene when the camera was looking down

at the earth. Hence, throughout the sunlit portion of the orbit, the earth be-

low the satellite could be observed by means of a sequence of overlapping

photos.
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By placing the wheel satellite in a near-polar, sun-synchronous orbit,

the entire earth could be observed on a daily basis. Figure 10 shows the first

photo of earth taken by TIROS IX in a 24-hour period.

Spin stabilization and the magnetic torquing and spin control technique

have been extended in the second generation Improved TIROS Operational

System (ITOS). TIROS M, the forerunner of the ITOS system, utilizes

Stabilite, a momentum flywheel system, in which the spinning flywheel cou-

pled through a bearing to a despun platform is used to maintain the required

pitch axis attitude stabilization. Figure 11 shows the application of this mode

of operation. The flywheel is colinear with the pitch axis and contains a scan-

ning mirror that enables fixed IR bolometers to detect sky-earth transitions in

this field of view. The satellite pitch control system regulates the speed of

the motor-driven flywheel based upon position and rate signals derived from

the IR bolometer.

TOS-type QOMAC* coils are used to correct roll and yaw errors, as

well as to perform the initial orientation maneuver. MBC** coils are utilized

to correct for the residual magnetic dipole and provide the one degree-per-day

precession rate required to track the orbit regression of a sun-synchronous

orbit. A magnetic spin-control coil will provide for the adjustment of mo-

mentum about the pitch axis, and liquid dampers will reduce satellite nutation.

The TIROS M/ITOS design is a further extension of the existing spin

stabilization technology developed and proven on the earlier TIROS and ESSA

satellites. As a result of the stabilization scheme, there is a significant im-

provement in the ability now to provide a large earth-oriented platform for a

combination of Automatic Picture Transmission (APT) and Advanced Vidicon

Camera System (AVCS) daytime television cameras, day and night dual chan-

nel scanning radiometer, solar proton monitor, and a flat plate radiometer.

Figure 12 shows the TIROS M/ITOS configuration. Not only will the single

TIROS M spacecraft be capable of performing the mission of two of the pres-

ent ESSA satellites, one APT and one AVCS, it will also provide for the first

time operational day and night infrared and visible radiometric data. Global

observation of the earth's cloud cover will now be provided every 12 hours

with a single spacecraft instead of every 24 hours with two of the present

ESSA satellites. Here again, the predominant objective is to upgrade the

operational data in quantity and in quality and still permit cost-effective opera-

tion, and continue a baseline that can accommodate further growth and en-

hancement of the system.

* QOMAC, acronym for quarter orbit magnetic attitude control

** MBC, magnetic bias coil
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The mechanical nutation dampers are another example of a relatively

simple and reliable device that was capable of performing a sophisticated

assignment. When the TIROS or ESSA spacecraft is separated from the third-

stage rocket, the spacecraft is spinning at 125 rpm due to the ballistics re-

quirements of the rocket. At the time of separation, the spacecraft is coning

slightly either due to unsymmetrical separation forces or due to initial coning

imparted by the third stage during its coast phase after burnout and prior to

separation. At separation, the spacecraft separation switch activates a power

circuit to fire a pair of squibs, removing a pin thatuncages abearing-mounted-

weight which rolls down on a gently curved monorail. (If the automatic cir-

cuit fails to uncage the dampers, a back-up command can be sent up to the

spacecraft to uncage the dampers. ) This weight or cart is caused to oscillate

on the monorail due to the wobble or nutation of the spin axis. The oscillation

of the cart along the rail dissipates the nutational or kinetic energy and quickly

reduces the nutation of the spin axis to less than 1/4 degree. This device,

termed a TEAM (Tuned Energy Absorption Mechanism) damper, was used on

the TIROS series of satellites; it is shown in Figure 6. In the ESSA series,

the system was refined by the use of a simple, but efficient, redundant liquid

damper that removes the nutation by the friction of the fluid within the inner

tubular wall. The spin axis nutation with the liquid dampers is held below 0.1

degree. Both devices described are simple and highly reliable and capable of

long life.

•The design of the attitude and camera trigger infrared sensors on TIROS

IX and ESSA wheel-mode spacecraft again exemplifies the utilization of simple

devices to perform a critical and complex function. The IR horizon sensors,

after scanning the cold sky, detect the warm leading edge of the earth's

horizon and trigger the shutter of the radially mounted camera at the time the

camera's optical axis is passing through local vertical. Figure 13 shows

schematically this IR trigger. This precise camera pointing and triggering

effectively permits the spin-stabilized platform to perform as well as a three-

axis earth-stabilized platform. The triggering accuracy is better than 99

percent and the pointing of the camera to local vertical is within one degree in

pitch, roll, and yaw. The same pair of redundant horizon sensors used to

trigger the camera shutter are also used to commutate the magnetic spin con-

trol coil. With each revolution the diametrically opposed IR sensors reverse

the current flow in the coil, thereby making the spacecraft act like a synchro-

nous motor in space.

A pair oi_ infrared horizon sensors are also utilized to provide attitude

information. In Figure 14 it can be seen how the measured pulses between the

leading edge and trailing edge of the earth's horizon for each of the infrared
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detectors in the V-head sensor provide an error signal to CDA* stations when

the spacecraft axis is off the orbit normal. The magnetic attitude control coil

(QOMAC) is turned on by the CDA station to remove the error and, hence,

restore the spin axis to orbit normal. The combination of satellite magnetic

spin control of the body, and spin axis attitude control by the QOMAC, provides

a very reliable, low power, long-life attitude and spin control system. With

no consumable products to be dissipated the satellite can be kept under three-

axis control to within ±1 degree for extremely long-term operation. This

performance matches tha, of more sophisticated systems which are more

complex and heavier, require greater power, and utilize life-limiting stored-
gas control jets.

One of the more basic design philosophies for assuring long life on the

TIROS and ESSA satellites is the employment of redundancy throughout the

spacecraft. Figure 15 is the spacecraft block diagram showing this redun-

danc In addition, the design permits cross-coupling of units so that elements

frc _, one redundant chain can be brought on line with other selected elements

, f t_ e second redundant chain. In other words, if the camera on system No. 1
-_';10 .I-'I_ ,-, .,-, _.,.,._,r, 0 _ I,.,_ _1^_.I-^,.,1 _ ......... -'_1_ *.I- ........ _-.__, ....... --__ _- .....
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l's chain, such as recorder, transmitter, decoder, programmer, etc.

This feature has permitted many of the TIROS and ESSA spacecraft to

fulfill the mission objectives of daily global observations despite failure or

degradation of some components in orbit.

The design for long life on the TIROS and ESSA satellites is further as-

sured by the application of design techniques that facilitate spacecraft testing.

As will be discussed later in this paper, the testing, calibration, and handling

of the spacecraft are important operations in the TIROS and TOS programs.

Anywhere from 6 to 10 months of effort go into the build-up, integration, de-

bugging, test, and calibration of a satellite. With this important phase of the

program in mind, the TIROS M/ITOS spacecraft was designed to be a simple

box-like structure that can be readily disassembled or buttoned up for the

various phases of the above-mentioned tasks. Figures 16 & 17 show the ability

to work initially with the primary equipment panels separately, then in an open

or horizontal configuration. As required the side walls are easily raised to

button up the spacecraft for final tests. The large flat equipment panels permit

flexibility in configuring and mounting new mission equipment. The two side

panels at present are configured to carry the primary television sensors, their

associated electronics and data storage recorders. The baseplate houses the

* Command and Data Acquisition
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equipmentfor the bus functions, such as power, telemetry, communications,
command, and control. The "bus" concept hasbeen one of the key design
features of TIROSM/ITOS; it will permit growth and alternate missions with
minimum redesign.

During the spacecraft system andsubsystem andblack box design, a
series of design reviews are held. The first is at the conceptual level; the
secondis a major design review at the time of design release; and the third,
a follow-up review after the prototype tests are completed. The designers
are required to utilize componentslisted in RCAts established spacecraft
standards. These standards reflect the data available from NASAand other
governmentagencies. All nonstandardparts must be given special tests to be
certified as acceptable for spaceuse.

A parts application program is established at the beginning of the design
and is one of the items studied during the design review. Particular emphasis
is placedon the derating of componentsand the actual application of each com-
ponentin the circuit. Since the ESSAspacecraft are placed into a near-polar,
790 n.mi. sun-synchronousorbit, the radiation effect from the Van Alien belt
and the Starfish belt is carefully analyzed for all componentsand materials
utilized on the TOSspacecraft. Componentsare radiation tested to assure
that there is an understanding of how they are affected by radiation. The
circuit designer reviews his design for beginning and end-of-life conditions,
taking into account the possible radiation degradation effect and temperature
variations. This conservative design approach has permitted long-term
operation of the TOSspacecraft in an orbit that is relatively hostile by virtue
of the presence of radiation.

Although there is some loss of power due to radiation damageor degra-
dation of solar cells, the array is sized with sufficient reserve to provide
ample end-of-life power for the mission. The rechargeable nickel-cadmium
batteries are operatedwith a shallow depth of discharge of 5 to 15percent to
assure long life.

All circuits andboxes are analyzed for potential failure modes. The
designprecludes that a single failure can result in a catastrophic loss of the
mission.

Fuseprotection of key circuits for each chain is included in the design
to assure isolation of a unit or subsystem in the eventof a high current drain
or short, thus permitting safe operation of the balance of the system.
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The procurement and test phase is another important phase of the pro-

gram that assures that the basic design and the workmanship are adequate for

achieving mission success. The extensive test program permits the weeding

out of early life failures and provides a record of the spacecraft signature and

calibration which is utilized as a baseline to evaluate the spacecraft perfor-
mance once in orbit.

The test program for the TIROS and TOS spacecraft systems starts at

the component level and continues through various levels of assembly such as

board levels, box level, subsystem level, and, finally, spacecraft level.

Through each of these levels, the type and duration of the tests vary. For

each black box there is a series of tests that cover the breadboard phase,

mechanical and electrical test models, the prototype, and, finally, the flight
units.

Similarly, at the spacecraft level, a series of development tests are

performed on a mechanical test model, thermal test model, antenna test

model, electrical test model, and, finally, the flight spacecraft. Figure 18

formed at the different assembly levels and differentclasses of models.

It is this composite test program that covers the satellite hardware from

the component to the final flight article and provides the assurance that:

a. The intended system and detail design has been met in the assembled

hardware by its ability to meet performance specifications.

b. The equipment isadequately designed with a sufficient margin to

meet the electrical and mechanical requirements, and environ-

mental levels during prototype tests are in excess of the expected

launch and orbital environments. ( Examples of prototype space-

craft testing are shown in Figures 19 and 20. )

c. Sufficient time has been applied to the equipment to weed out early

life catastrophic failures, or workmanship defects.

d. The equipment under test is totally compatible with ground station

hardware, and the data format is compatible with the communica-

tions links and the processing equipment of the users.

e. The electrical and optical signatures are established at various

temperatures and operational situations to be useful for evaluation

of the spacecraft once placed into orbit.

f. Finally, the satisfactory performance of the spacecraft under test

establishes the readiness of the spacecraft for launch.
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The TIROS and ESSA satellites successes have not only been the by-

product of sound system concepts, engineering design, high quality workman-

ship, and an extensive test program, but are a result of a team effort. The

TIROS team, the people who made this program a very important part of their

lives, the Program Management and Project Teams both in the government

and at RCA have been the catalysts that kept order, overcame program set-

backs, motivated the personnel, pulled the resources together whether they

were people, facilities, or material, provided program guidance, kept the

level of effort at the required pace to meet schedules and to assure continuous

uninterrupted operational service, provided interface between various organi-

zations and agencies, and kept the program costs at a level that could be af-

forded. The Program management at NASA Headquarters, NASA Goddard

Space Flight Center, ESSA National Environmental Satellite Center, and RCA

Astro-Electronics Division all worked toward one common goal -- mission

success. The results speak for themselves. From April 1, 1960, a total of

ten TIROS and eight ESSA satellites were successfully orbited. The composite

useful life time in orbit for this group exceeds 30 years in space, averaging

20 months per spacecraft in orbit for this group.
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TABLE t. TIROS/ESSA LONGEVITY -- USEFUL LIFE IN

ORBIT AS OF FEBRUARY 25, 1969

ORBITAL LIFE

1 YR OR MORE

2 YRS OR MORE

3 YRS OR MORE

4 YRS OR MORE

NO. OF

SATELLITES

12

7

4

SPACECRAFT

TIROS II, VI, VII, VIII, IX, X

ESSA t, 2, 3, 4, 5, 6

TIROS VII, VIII, IX, X

ESSA t, 2, 3

TIROS VII, VIII, IX

ESSA 2

TIROS VH
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TABLE 2. TIROS AND ESSA SATELLITES USEFUL LIFE

SATE LLrrE

TIROS I

TIROS H

TIROS HI

TIROS IV

TIROS V

TIROS VI

TIROS VII

TIROS VIII

TIROS IX

TIROS X

ESSA i

ESSA 2 (APT)

ESSA 3 (AVCS)

ESSA 4 (APT)

ESSA 5 (AVCS)

ESSA 6 (APT)

ESSA 7 (AVCS)

ESSA 8 (APT)

LAUNCH DATE

4/1/60

i1/23/60

7/12/61

2/8/62

6/19/62

9/18/62

6/i9/63

12/21163

USEFUL LIFE

(DAYS )

i/22/65

7/1/65

2/3/66

2/28/66

10/2/66

1/26/67

4/20/67

ii/i0/67

8/16/68

12/15/68

89

376

230

161

321

389

i, 809

I, 287

i, 238

730

86i

l, 093*

738

465

677*

473*

i93.

72*

PICTURES

TRANSMITTED

22,952

36,156

35, 033

32,593

58, 226

68,557

125,331

102,463

88, 892

78, 874

iii, i44

93,600*

92, O76

27, 129

69,800*

47,000"

26,600*

7,000"

* StillOperational as of February 25, 1969.
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ESSA 6 APT PHOTOGRAPH 
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FIGURE 2. TOS Weather Photographs 
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FIGURE 3. TIROS I Configuration (Upper View) and 
TIROS M Wheel (Lower View) 
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Standard-TIROS Orientation 

.L / NIGHT OAY '& LL/ 

Wheel-TIROS Orientation 

FIGURE 4. Comparison of Photo Coverage, Standard Mode 
and Wheel-Mode TIROS Satellites 
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QOMAC and MBC Coils Spin-Up Rockets 

TEAM Damper De-Spin Mechanism 

FIGURE 6. TIROS Dynamic Control Components 
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TOS APT Satellite TOS AVCS Satellite 

TOS AVCS Satellite with S -Band 

FIGURE 8. TOS System (Sheet 2) 
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FIGURE 8. TOS System (Sheet 3) 
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DIRECTION OF

POSITIVE DIPOLE

PLANE OF MBCCOILAND

QOMAC COIL

a. Magnetic Dipole Moment Generated by QOMAC and MBC Coils

f \

_ EIGHTEENTH

'_i_--""-_ ORBIT

\ /

b. Initial Orientation Maneuver for TOS Spacecraft

FIGURE 9, Initial Orientation Maneuver By Means of QOMAC and MBC Coils
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a. Wheel Mode - TIROS Spacecraft at Approximately 10 RPM

b. Stabilite - Flywheel at Approximately 150 RPM; Main Body (Earth Oriented)

Spinning at 1 Revolution per Orbit

FIGURE 11o Two Methods of Spin Stabilization
Wheel Mode vs Stabilite Mode
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b. Locations of Dual Horizon Crossing Indicators with

Respect to Locations of TV Cameras.

FIGURE 13. MASC Coil and Infrared Trigger
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FIGURE 14. Attitude Horizon Crossing Sensor
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I FIGURE 16. Buildup of TIROS M Spacecraft Structure  
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FIGURE 19. TIROS M Mechanical Test Model In Vibration Test 
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LUNAR ORBITER MANAGEMENT - CASE HISTORY

Thomas R. Costello

Aerospace Group

The Boeing Company

Washington, D. C.

Introduction

All five Lunar Orbiter missions were successful. The pro-

gram achieved results beyond the primary objective which

was to photograph in detail potential Apollo manned landing

areas to aid in the selection and certification of specific

landing sites. Surface data from the Surveyor Program were

used also in the site selection and certification process.

The first three Orbiter missions essentially satisfied the

photographic requirements of the Apollo Program. It was

therefore possible to reorient missions four and five to

emphasize the acquisition of photography desired by the

scientific community. As a result, the entire earth-side

hemisphere of the moon has been photographed at a resolu-

tion at least ten times better than was previously available

through the best earth based telescopes; and 99.5 percent

of the far side hemisphere has been photographed in greater

detail than earth based observations have been able to pro-

vide of the near side. Figure 1 is an oblique view into

the crater Copernicus' The central peaks and the far rim

are clearly visible. Fauth is the keyhole shaped crater

in the foreground. Views such as this are aiding in the

scientific study of the moon.

Lunar Orbiters obtained valuable non-photographic data as

well. Each spacecraft flew with 20 pressurized cell de-

tectors to measure the micrometeoroid flux in cislunar

space and in the vicinity of the moon. They all carried

Counters to record radiation dosage encountered during the

missions. Precise tracking of the spacecraft in their

various orbits provided a great improvement in the defini-

tion of the moon's gravitational field. A very accurate

gravitational model is now being used for the tracking,

guidance, and navigation of Apollo spacecraft.
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It is not the intent of this paper to report on the vast

amount of data returned by Lunar Orbiter missions, but

rather to review the various phases of the program with

emphasis on the pertinent management aspects which heavily

influenced the manner in which the program was executed.

This review covers the program definition, organization,

design, test, and mission operation phases.

Program Definition

The requirement for Lunar Orbiter was based almost entirely

on providing wide area, high resolution topographic data

to support Apollo lunar landing site selection. The feasi-

bility of such a system was established through NASA spon-

sored studies conducted in 1962 and early 1963. Funding

for the program was approved in 1963 and in the summer of

that year NASA released to industry a Request for Proposal

for an "Agena Class Lunar Orbiting Photographic Project."

The name was later shortened to "Lunar Orbiter." This re-

quest came from the Langley Research Center which had been

named the managing center for the project.

The request for proposal defined program objectives and

basic system criteria which set the stage for the program

as it evolved.

Objectives

Important to the entire program were the clearly defined

objectives which remained unchanged. These were:

Pho toqr aph ic

To photograph wide areas of the moon to aid in landing

site selection and verification. Also to aid in the

verification of landing vehicle design.

Environmental

Radiation Environment Measurements

Micrometeoroid Flux Measurements
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Selenodetic

Size, shape, and gravity gradient data.

Basic System Criteria

NASA specified a spacecraft system capable of accomplishing

the established objectives while observing the following

basic criteria:

a. be launched by the Atlas-Agena D

b. each spacecraft to be able to photograph 40,000

square kilimeters to a resolution of 8 meters

and, 8,000 square kilimeters to a resolution of

one meter

C. be launched from the Kennedy Space Center using

existing NASA and AMR facilities

d. be compatible with the existing Deep Space

Network

e. make maximum use of qualified components

f. be complete in time to support Project Apollo

g. have an operating life of 30 days in lunar orbit

to accomplish the photographic mission with a

goal to operate an additional eleven months for

the extended mission (environmental and seleno-

detic data)

Specific system designs to meet these criteria were left

to the discretion of the individual proposers. The Boeing

Company offered a three-axis stabilized spacecraft designed

around a photographic payload, the heart of the system. In

December 1963, The Boeing Company was chosen to negotiate

with NASA on this program. Negotiations were completed in

March 1964, and a contract was signed. The contract was

NASI-3800, a CPIF (Cost Plus Incentive Fee) type. RCA and

Eastman Kodak were the major subcontractors to Boeing and

assisted in the preparation of the proposal. RCA had the
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responsibility for providing the electrical power subsystem

and the major elements of the communications subsystem.

Kodak provided the photographic subsystem.

Boeing's proposed system became the basis for the negotiated

Statement of Work. As the prime contractor, Boeing was

responsible for the following services and deliverable

items:

Services

a.

b.

c.

d.

e.

f.

g.

h. Performance data analysis

Deliverable Items

a. Five flight spacecraft

b. Over 200 items of documentation

c. Reassembled lunar photos

d. Acquired scientific data

A work breakdown structure was also negotiated.

Overall Project Management

Planning and Integration

Design and fabrication of eight spacecraft with

ground support equipment and spares

Qualification, environmental, and performance

demonstration testing.

Training planning

Support of launch and flight operations

Photographic and performance data collection

This struc-

ture became the basis for program control. The breakdown

divided Boeing's activity into more than fifty 'work

packages.' Program reporting to NASA on status, cost, and
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schedule were based on these work packages. NASA PERT and

Companion Cost methods'were employed. This system proved

to be a very viable working tool providing good visibility

throughout the program.

Organization

Several NASA organizations in addition to the Langley

Research Center had Lunar Orbiter responsibilities. All

were under the overall direction of the NASA Headquarters

Lunar Orbiter Program Office in the Office of Space Science

and Applications. Interagency agreements were negotiated

between Langley and the other organizations for the services,

hardware, and facilities each was to provide. The agree-

ments also established the working interfaces and relation-

ships.

Lewis Research Center

Lewis provided the Atlas-Agena launch vehicles, the space-

craft adapters and the nose fairings.

Kennedy Space Flight Center

The Kennedy Space Flight Center provided the launch facility

and launch operations support.

Jet Propulsion Lab

JPL provided the Space Flight Operations Facility and the

Deep Space Instrumentation Facilities, and performed

'mission independent' flight operations.

Working Groups were established between the Langley Center

and each of these organizations. Boeing was represented

on each of the working groups which met as needed to pro-

vide continuity as the various activities progressed.

Boeinq Organization

Provisions were included in the Boeing Lunar Orbiter

Organization to accommodate certain features of the

program.
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Ambitious Schedule To insure the availability of

adequately experienced personnel for each of the rapidly

progressing phases of the program, the organization pro-

vided for the timely transition of personnel from design

to test and later into operational functions.

All Up First Flight The first spacecraft to fly was

to be fully capable of meeting all performance objectives.

There were no test flights planned. Also, the fact that

only a few sets of hardware were being produced made it

highly probable that each spacecraft, regardless of the

controls exercised, would possess subtle differences. A

test team concept was therefore employed; one team assigned

to each spacecraft during the assembly phase who performed

all test and handling operations on their respective space-

craft. The existence of a test team thoroughly familiar

with their spacecraft and its idiosyncrasies is felt to have

contributed much to the maintenance of difficult schedules

and to a confidence in spacecraft readiness.

Uncertainties Several uncertainties had to be ac-

counted for in designing the first American spacecraft to

orbit the moon. What were the moon's gravitational prop-

erties? Would micrometeoroid dust pit the lenses? Were

there concentrations of high energy radiation in the vicin-

ity of the moon which could fog the film? These and other

questions were considered by a technical review board made

up of prominent scientists who met periodically to consult

with the spacecraft designers and mission planners.

Another feature of the Boeing organization was the direct

reporting of the reliability and quality assurance managers

to the program manager. They were responsible for imple-

menting and managing all reliability and quality assurance

provisions specified by contract and as required by internal

Boeing policy. The Lunar Orbiter contract specified the

application of NPC 250-1 and NPC 200-2.

The size of the Boeing organization was small enough,

peaking at about ii00, to allow the design, technical staff

and planning personnel to be co-located in one facility.

A consensus today of the involved personnel reveals that

this was a very important factor which enhanced the
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successful coordination of the various activities.

Design

Spacecraft design activities were based on the proposed

Boeing concept. The resulting design was very close to

the proposed system, attesting to the validity of the

initial concept. The final design did have almost 50%

more film capacity than NASA had established in the original

system criteria. This is one of the reasons the program

was able to exceed original objectives.

Mission design progressed concurrently with the spacecraft

design. Close coordination and attention to the interac-

tions between these two functions prior to any design freeze

accounts in large measure for the success of the mission

operations. Mission designers were able to get the most

out of the spacecraft and the spacecraft designers were

aware of demands the missions would impose on the hardware.

Rigid configuration control and attention to generic pro-

blems were emphasized throughout the design phase. A very

effective design review program was conducted at the com-

ponent, subsystem, and spacecraft levels. Design freezes

were sought as early as possible to support the ambitious

schedule.

Ground support equipment design, both test and operational,

proceeded along with the spacecraft and mission design.

Ground support equipment was available and certified in

time to test the first assembled spacecraft.

Spacecraft Design

A brief description of the spacecraft follows:

The spacecraft as flown weighed 850 pounds. (Figure 2)

Its lower equipment mounting deck is five feet in diameter.

The height from this deck to the rocket engine on top is

five and one-half feet. The solar _anels when extended

span 12 feet. It is 18½ feet across the entended antennas.

The equipment mounting deck holds the photographic,
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communications, power, and command subsystems. Attached

to the equipment mounting deck through a truss structure is

the propulsion module. The propulsion module contains the

velocity control engine with its associated tankage, plumb-

ing and controls, and also attitude control components.

Spacecraft electrical power was provided by four solar

panels. (Figure 3) In direct sunlight they produced about

360 watts, enough to operate all spacecraft systems and to

charge batteries which handled the load when the spacecraft

was maneuvered off-sun or when it was in the moon's shadow.

The velocity control system was used to perform midcourse

corrections, retro into lunar orbit, change orbit altitude,

change orbit plane and also to crash the spacecraft on the

lunar surface - positively preventing them from interferring

with future missions. This system used a I00 pound thrust,

hi-propellant, gimbal mounted, liquid rocket engine. It was

successfully operated 29 times, in some cases after periods

of inert storage of up to four months. Lunar Orbiter II's

engine was fired for an impact maneuver after almost a year

in lunar orbit.

Spacecraft attitude was controlled by cold gas nitrogen

thrusters mounted on the upper corners of the propulsion

module. Attitude references during the cruise mode of

operation were the sun for pitch and yaw and the star Canopus

for roll. When either the sun or Canopus were not visible

to the spacecraft, or when it was necessary to maneuver off

either or both references - as when pointing the camera - an

inertial reference unit with three gyros provided the

reference.

Communications were S-band--compatible with the Deep Space

Network. An up-link for command, and a down-link for

command verification and telemetry operated through the omni-

directional antenna and a 0.5 watt transponder adapted from

the Mariner Program. For picture data transmission a i0

watt TWTA (Travelling Wave Tube Amplifier) was used to

transmit the signal over the three foot directional antenna.

The photographic subsystem weighed 150 pounds. This was a

complete photo laboratory containing a dual lens camera,
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film supply, processor, dryer and a readout device to con-

vert the film images into corresponding electrical signals

for transmission to earth.

The last major component to be defined for the Lunar Orbiter

was the flight programmer. It was last because it was the

one element which had a major interface with all other space-

craft subsystems. Because the schedule provided only a

short time for its development, and because these were no

existing units which could be adapted, it was decided to

build the programmer in-house. The flight programmer was

a serial data processing computer which employed integrated

circuit microelectronics, and contained the precision space-

craft clock and the necessary input-output electronics. It

also used a magnetic core memory with a capacity of 128

words of 21 bit length. The programmer sequenced all space-

craft commands which were either stored in its memory prior

to launch or reprogrammed into it during flight. Commands

to the spacecraft could be executed in real time or stored

in the programmer memory for execution at some future time.

All spacecraft functions on the lunar far side were con-

trolled from programmer stored commands. These units per-

formed flawlessly on all missions.

Test Proqram

The test program was conducted in three major phases:

Engineering Development Tests, Component Tests, and Space-

craft Tests.

En_ineerin_ Development Tests

These tests were performed during the design phase. Thermal,

static and dynamic spacecraft models, and subsystem bread-

boards and functional models were used. Specifications and

final designs were based on the results of these tests.

Component Tests

A Lunar Orbiter spacecraft was composed of 35 separate com-

ponents. Components were fabricated to the specifications

and designs which evolved from the development phase. Three

complete sets of components were devoted to the component
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tests. These were Reliability Demonstration Tests, Qualifi-

cation Tests, and System Design Verification Tests. Relia-

bility, performance and failure data accumulated during these

tests were fed back into the various component designs.

Spacecraft Tests

Three spacecraft were devoted to spacecraft level ground

tests. One spacecraft was used for Qualification testing.

Another was used for Performance Demonstration tests and the

third was used for Mission Simulation tests. These tests

all involved static, dynamic and environmental (thermal-

vacuum) operations. Results of these tests were fed back

into the design.

Fliqht Spacecraft

The components for each flight spacecraft had to pass Flight

Acceptance tests before assembly into the spacecraft. Each

flight spacecraft underwent spacecraft level Flight Accept-

ance tests before delivery to the launch site. These tests

were also static, dynamic and environmental.

Mission Operations

Mission operations were centered at the Space Flight Opera-

tions Facility (SFOF) of JPL in Pasadena, California. Deep

Space Stations located at Goldstone, California; Madrid,

Spain; and Woomera, Australia were the link between the

Pasadena facility and the spacecraft.

The first thirty-five days of each mission were very busy,

requiring round-the-clock operations. Ten to fourteen days

of lunar orbit were required for the photography and another

fifteen to twenty days were needed to readout the picture

data.

Boeing had about one hundred people working a three shift

operation at the SFOF during each mission to support the

NASA mission directors. An additional thirteen people were

stationed at each of the Deep Space Stations to handle space-

craft communications and to receive and process picture data,

telemetry and performance data.
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Good software, a meaningful training program and personnel

who had prior program experience were major factors contri-

buting to the success of the missions.

Operational work-arounds were successfully employed to over-

come several inflight difficulties. One good example occur-

ed during the mission of Lunar Orbiter I. Early in the trans-

lunar flight when an attempt was made to acquire the star

Canopus with the star tracker to establish the roll refer-

ence, it was discovered that an interfering light source

(glint) was saturating the tracker. (The interference was

later determined to be reflections from the omni antenna

which was white - this antenna was painted black for the sub-

sequent missions). When a 360 degree roll was executed by

the spacecraft, the telemetered star tracker data showed a

bright object. This was probably the moon but to be sure

another 360 degree roll was programmed with the directional

antenna oriented such that its transmitted beam would inter-

sect the earth. This maneuver verified that the bright ob-

ject seen by the tracker was the moon. The moon therefore

became the roll reference during the translunar flight per-

mitting accurate mid-course and lunar orbit insertion maneu-

vers to be performed. As soon as the spacecraft entered the

moon's shadow, the source of interfering glint disappeared,

verifying that the star tracker had not malfunctioned.

Summary

Lunar Orbiter made a significant contribution to the Ameri-

can program of lunar exploration. There will very probably

be future space programs which could benefit not only from

the technical developments of this program, but also from

the application of certain of its management features.

It is difficult to single out specific management actions as

being more important than others to the success of the pro-

gram. It can be said however, that the accumulated manage-

ment actions were successful in creating a motivated team

which performed well together, was dedicated, and which

succeeded in flying the first spacecraft twenty-eight and

one-half months after program go-ahead.
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GODDARD SPACE FLIGHT CENTER

TEST PHILOSOPHY

AND RESULTANT RECORD

John H. Boeckel

Albert R. Timmins

Kenneth R. Mercy

Goddard Space Flight Center

Greenbelt, Maryland

GSFC Test Philosophy

Because spacecraft are not only "one-shot" but are

also "one-of-a-kind", statistical approaches to testing

developed for mass production of consumer goods and

weapons are not applicable. Actual flight hardware

must be exposed to the expected operating environment

to assure a high probability of successful performance

in space. In addition, several goals must be achieved

by the spacecraft test program.

These goals are:

i. To verify that desiqn s (system, subsystem, and

component) meet performance requirements.

2. To verify that particular hardware samples

meet performance requirements.

3. To eliminate defects in material or workmanship.

4. To discover unexpected interactions between

subassemblies, particularly when the system is

exposed to environmental stress.

5. To verify that ground-support and data-pro-

cessing equipment are compatible with the

spacecraft.

6. To train spacecraft operations and data

processing personnel.

F
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The various types of tests utilized to attain
these goals are identified and discussed below•

Functional Testinq

Systems. GSFC has endorsed the full-systems test

approach, in which the entire system is tested under

conditions which are as realistic as possible. Systems

tests generally fall into one of two categories:

• Functional tests are intended to establish

that each subsystem is doing its designated

job in conjunction with the other spacecraft

subsystems• This category includes calibra-

tions which consist of actually calibrating

any spacecraft sensors or instrumentation, as

well as establishing a spacecraft performance

baseline which can be used for comparison

throughout the environmental test phase.

o Compatibility tests, considered here in their

broadest sense, are an extension of the

functional tests. This category includes

electromagnetic capatibility (EMC) assessments,

radio-frequency interference (RFI) evaluations,

and magnetic moment determinations. Matchmates

may be advisable to determine the mechanical

compatibility of the spacecraft with the

launch vehicle and the aerodynamic fairing.

Finally, the flight spacecraft should be

tested with the ground-support and data

processing equipment, personnel, and procedures

that will be used to operate the spacecraft

in orbit.
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Subsystems. The full-systems test approach does

not eliminate the desirability, or in some cases the

necessity, of black-box and subsystem qualification

and acceptance testing. Several inherent limitations

of systems testing are best overcome by testing at the

subsystem or black-box level. This matter will be

treated in some detail in a later discussion.

Environmental Testinq

These tests are conducted to determine the ability

of components, subsystems, and the entire spacecraft

to withstand environmental rigors that may be experi-

enced before and during launch, and during orbital

operation. The tests may be conducted at any or all

levels of assembly, but are required at the spacecraft

level. The severity and duration of the tests are

related to the purpose of the tests as indicated below.

At times the distinction between functional testing a_id

environmental testing is rather difficult to make

particularly when a specific environment, e.g. , high

vacuum, is required for the conduct of a functional

test.

Fliqht Acceptance Testinq. All flight hardware

is ground-tested in the expected flight environment.

The hardware is exposed to actual simulated loading

conditions produced by the effects of temperature,

pressure (vacuum) and vibration during the launch phase,

as well as the orbital phase, of the flight. Functional

tests appropriate to the conditions simulated are

conducted. In concept, test levels are chosen such

that there is one chance in twenty of their being

exceeded in flight.
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Qualification Testinq. A prototype model (i.e.,

the actual flight configuration) is exposed to an

environment intended to produce loading conditions

and stresses in excess of those expected in flight.

The purpose of prototype testing is to demonstrate a

margin in the design to provide for uncertainties in

areas such as analyses, materials, and workmanship.

For qualification, test levels are chosen such that,

again in concept, there is one chance in one hundred

of their being exceeded in flight.

Proto-Fliqht Testinq. As programs mature there

arise cases of spacecraft which are based primarily on

previously flown hardware but at the same time are

somewhat different in design and performance. In these

cases a prototype spacecraft may not be required. In

such an event, flight acceptance and qualification test-

ing is performed on the flight spacecraft. The amount

of qualification testing required is made consistent

with the magnitude of the hardware changes.

While the establishment of test levels is defined

above in terms of overall risk, the paucity of

applicable data makes this task one which does not

yield exact numerical values.

GSFC Test Practice

In its application of the test philosophy

discussed above, GSFC recognizes that there are

differences between in-house projects and those which

are conducted entirely by contract. Both follow the

same philosophical approach but the amount of formal
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testing below the system level is significantly higher

for contractor conducted projects. The major con-

siderations in test planning will be discussed

separately for the two cases.

In-House Projects

GSFC has placed heavy reliance on testing at the

system level. There are several consequences of taking

this approach. One hopes, of course, to reduce the

total amount of testing and its associated cost. On

the other hand, the risk of entering systems test with

a significant design flaw is increased. Program delay

for a "fix" at this stage is very costly, but may or

may not be more than complete subsystem test program.

The key element in maintaining cost-effectiveness is

test planning, together with some knowledge of hard-

ware quality.

Testing implies discovering whether or not something

performs as intended. Environmental testing requires

that tests be conducted under the kinds of stress to

which the device may be expected to be exposed in use.

The emphasis here is on investigating the functional

performance of the hardware when exposed to the stress

of the environment. It is clear therefore that systems

test planning must begin by assuring that all the

intended functions of the system are checked.

With a general outline of functional testing

established, one may proceed to a consideration of

the manner in which environmental stresses are to

be applied. It is immediately apparent that functional

checkout and the application of realistic environmental

stress may not be compatible in a systems test. For

168



example, stimulation of a startracker with a collimator

interferes with the tracker's view of "cold space".

As each of these situations arises, one must consider

carefully the implications. In most cases, it will be

found that a subsystems test can be run which makes

up for the deficiency in the systems test.

There are other situations which suggest the

desirability of subsystems testing to supplement

the systems test. For example:

l. Systems test seldom run long enough to detect

wear-out, problems. Wherever a fatigue or

wear-out potential exists (chiefly in electro-

mechanical devices), the "life" characteristics

should be investigated on a component or sub-

assembly basis. Great care must be taken to

assure that the sample is truly representative

of the flight hardware.

. After a spacecraft is completely assembled,

devices may no longer be realistically

operable during systems testing. This occurs,

in some cases, because the spacecraft cannot

be operated in all possible orbital modes on

the ground.

• If only systems tests are run, marginal con-

ditions existing at critical subsystem or

black-box interfaces may remain undetected•

Only information on the input/output

characteristics of the individual black boxes

can establish the presence of adequate margins.
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In systems testing, the launch environment and

the temperature and vacuum aspects of the space

environment are emphasized. The effects of space

plasma, magnetic fields, and energetic particles must

also be considered. In many cases, however, facilities

do not exist which permit realistic exposure of the

complete system to these stresses. Subsystem tests

might seem appropriate, but for these factors one can

often avoid an extensive test program by a consideration

of the damage mechanism which could possibly be

operative. For example, large classes of semi-

conductor devices are inherently insensitive to

energetic particle fluxes at the levels encountered

in space. Testing these would be a waste of money.

On the other hand it is important to know the expected

degradation of solar cells for the orbit in question.

This problem can be attacked with a limited number of

samples at the piece part level. Careful "design

review" will show that there are many similar

situations in which piece part testing for a particular

environmental stress is the appropriate technique.

Test planning is then approached by first

attempting to run all practical functional tests under

environmental stress at the systems level. When either

a function or resistance to a particular stress cannot

be checked at this level, a special subsystem or

piece-part test is devised to make up for this deficiency.

Out-of-House-Proj ects

In attempting to apply a "systems test philosophy"

to a project in which the spacecraft is supplied (and

probably tested) by a prime contractor, a considerable

degree of flexibility is lost. This arises because

the contractual vehicle requires definition of the
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manner in which successful performance will be judged

at a time when it is not possible to establish in

detail the probable deficiencies of the systems test

program. One is, therefore, likely to specify a

greater depth of subsystem testing than is used for

in-house programs. This effect tends to pyramid in

that most prime contractors buy "black boxes" from

vendors and thus themselves face the problem of

establishing success criteria too early in the program

to account for those aspects of performance which

will be thoroughly checked out later in the project.

In this pattern of tiered vendors, it is easily

possible to reach extremes in providing "assurance".

All designs are based on worst case analysis and

mandatory derating, piece parts are purchased to

rigorous specifications, each part is screened and

burned-in, each board or module is functionally tested

under environmental stress, every "black box" is

"qualified", and so on until the complete system has

reached the point that there is nothing more one can

do but fly it. While this approach would tend to

make a well ordered and comfortable world, GSFC makes

a conscious attempt to limit environmental testing

at lower levels of assembly on out-of-house programs

(although not as drastically as for in-house programs).

There are two basic reasons for this tactic:

i) there is no purpose in retesting the same attribute

of a device again and again (unless the cost of a

"fix" at a later stage is extreme), and 2) there is a

very large class of problems which cannot be found

by testing below the systems level and which will cause

delays at that point in the program in any case. The

first reason is based on intuitive judgment which

must be modified by the situation at hand. The second

reason is fully supported by the data presented by

Smith and Waltz in Reference i.
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As part of this study a comparison of results

of the two categories (in-house and out-of-house)

of test practice will be made at the flight space-

craft system test level, and also in the space performance.

systems Test Data

A study of the results of using the GSFC test

philosophy has been made using a sample of 24 space-

craft. Fifteen were in-house projects and nine were

out-of-house projects. The systems test data on

flight spacecraft has been analyzed for information

and guidance on the following subjects:

a. Comparison of in-house and out-of-house

programs. The latter programs usually have

more complex and larger spacecraft, have

more rigid quality control features, and

have more comprehensive and required testing

prior to the systems tests on the flight

spacecraft.

b. Distribution of malfunctions by test

environments, and by spacecraft subsystems.

c. Learning curves on multispacecraft programs.

d. Time required for an adequate thermal-vacuum

test of flight model spacecraft.

Comparison of In-House and Out-of-House Programs

Figure I shows the performance of flight space-

craft in systems tests. The malfunctions per space-

craft were 17 and 41 respectively for the in-house

and out-of-house programs. In each case about 40%

of the malfunctions were serious enough to be classified
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as failures. No significance should be attached to the

relative numbers because there has been no normalizing

to account for differing complexity between the space-

craft and programs. The data does show conclusively

that i) the systems tests were needed for both classes

of program, and 2) despite rigid quality assurance

requirements and required testing for all subsystems,

complex spacecraft exhibited a surprisingly high

incidence of malfunctions in the systems tests.

The experiments which are flown are often state-

of-the-art hardware, and invariably are minimized in

weight and size. As such, they might be expected to

be more vulnerable to environmental stresses than

other parts of a spacecraft. Figure II shows that

approximately 500/o of the malfunctions and failures

have been caused by experiments in both classes of

programs. In other words, systems tests would have

been needed even if there had been no experiment hardware.

Distribution of Malfunctions

In a separate study directed to the learning

curves associated with multiple launch programs, all

the malfunctions were categorized by environment

and spacecraft subsystems from 22 spacecraft.

By environment All the malfunctions were

categorized into one of the following environments:

i) Functional. The malfunctions occurred during

operation of the system after it had entered the

test phase of the program. No environmental stress

was applied. 2) Structural. Included all mechanical

type of tests, such as, vibration, acceleration, and

deployment. 3) Space simulation. Includes all

thermal and thermal-vacuum tests.
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TABLE I

Malfunctions Observed in Flight Spacecraft

During Systems Tests of 22 Spacecraft

(Distribution of Test Environment)

Exc lud ing Inc lud ing

Test Cond it ions Exper iments Experiments

Number of % Number of %

Mal funct ions Mal funct ions

Functional 2 l0 56 347 46

Structural 50 13 95 12

Space S imulat ion 115 3,1 3 17 42

TOTAL 375 100 759 100

Table I shows the distribution of 759 malfunctions

found during the systems tests of 22 spacecraft. The

high incidence of functional type failures is indicative

of schedule pressure, some dependence on the test phase

to clean up operational details, and the limitations

of the subsystem test program in eliminating problems.

The small percentage of structural type problems is a

tribute to the design, fabrication control, and test

program for this part of a spacecraft program. The

space simulation environment uncovers a surprising

number of problems considering the rather benign stresses

involved. The data in Table I indicate that this

environment is especially effective with experiments.

If only experiment malfunctions are considered, over

50% are detected during the space simulation tests.
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By Spacecraft Subsystems Table II shows the same

data as Table I but the malfunctions are distributed

among the spacecraft subsystems. Two distributions are

given. The one which includes experiments shows that

51% of the total problems are attributed to experiments.

While this figure does show the need for improvement in

performance to eliminate problems at the flight system

level, it must be pointed out that most spacecraft

have carried 6 to i0 experiments, and some spacecraft

have had 20 experiments. When experiments are

excluded, the distribution in Table I shows that

41% of the problems were attributed to the Command

and Data Handling hardware.

TABLE II

Malfunctions Observed in Flight Spacecraft

During Systems Tests of 22 Spacecraft

(Distribution by Spacecraft Subsystem)

Spacecraft

Subsystem

Excluding

Experiment s

Number of

Malfunctions %

Inc lud ing

Experiment s

Number of

Ma i funct ions

Experiment s - 0 384 51

Structure 56 15 56 7

Thermal 18 5 18 2

Power 72 19 72 i0

Stabilization and 76 20 76 i0

Control

Command and Data 153 41 153 20

Hand i ing

TOTAL 375 i00 759 i00
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Learning Curves
J

In a program with five spacecraft launches, the

fifth spacecraft could reasonably be expected to have

fewer problems at the systems test level than the

first spacecraft. Five multilaunch programs were

reviewed with the results shown in Figure 3. These

programs, involving 22 spacecraft, were the source of

the data in Tables I and II. Program 2 was an in-house

program, and shows a desirable learning curve for the

first three spacecraft. The fourth, identified as a

protoflight spacecraft, was sufficiently different

in design that it ordinarily would have had a prototype.

Instead it was a guinea-pig, in that the flight unit

was tested to prototype levels - hence the name proto-

flight spacecraft. While this could explain the in-

creased number of malfunctions for the fourth space-

craft, no satisfactory explanation is available for

the performance of the fifth spacecraft.

Programs l, 3, 4 and 5 shown in Figure 3 were

out-of-house programs. Aside from program four, no

learning curve is in evidence, whether or not experi-

ments are excluded from the data.

Simulated Space Test Time

The literature is replete with discussions of the

"bathtub curve" (Figure 4), and the need to get past

the infant mortality region of the curve to minimize

space malfunctions. Supposedly, if sufficient testing

is done in the environmental test phase, the random

failure rate region of the "bathtub curve" can be

reached and space performance would be maximized. The

problem is: "How long do we need to test to eliminate

the infant mortality malfunctions?"
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A special study was made of theperformance of

eleven flight spacecraft in thermal-vacuum tests.

six of the spacecraft were of the in-house type and

five were of the out-of-house type. If time under

vacuum was the only controlling variable, the number

of failures should decrease with time. These data

are shown in Figure 5. The premise, if valid, in-

dicates a minimum test time of some 16 days to reach

a plateau. However, the influence of thermal stress

has not been included. When the same data were segre-

gated by thermal stresses and time, the total time was

about the same, but the curve had a significantly

different shape as shown in Figure 6.° These data

indicate an infant mortality curve may be associated

with each different kind of stress.

The performance of the two classes (in-house

and out-of-house) of programs is given in Figure 7.

The data show that the time required for both

classes in each thermal environment is about the

same. The time (minimum) required for an adequate

thermal-vacuum test of flight model spacecraft is

about 13 days. The distribution of time is i, 4, 4,

and 4 days respectively, for the ambient, transient,

hot, and cold environments. Reference 2 has full

details on the study of thermal-vacuum test time.

Space Performance

Spacecraft Life in Orbit

The GSFC test philosophy can be evaluated by

analyzing the flight experience records. Of the 24

spacecraft discussed previously, 23 have produced

usefuldata in orbit. One spacecraft failed to return

information, thus a success record of 96% was
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achieved for this sample. Table III is a tabulation
of the life of each spacecraft after launch with a
comparison made with the intended life. The
successful spacecraft have life ranges from 26 to
1500 days with the latter still operating as of
January 1969. The intended lifetime depends on the
program requirements. The majority of the spacecraft
have exceeded their life requirements with many space-
craft having operational performance for an additional
year or more. Long life of OGOspacecraft have been
discussed in Reference 4. Indications are that the
parts selection and control with various test con-
ducted at parts and subsystem level have contributed
to the long life of spacecraft.

Test Philosophy vs Orbital Results. The "bathtub"

type curve depicting frequency of failure vs tim 3e3-_/

Figure 4, has been a guide for setting up the GSFC

test philosophy. The curve suggests that if a space-

craft is completely assembled and checked out, it would

experience many failures early in life (usually

referred to as infant mortality). GSFC's system

environmental tests are designed to locate and correct

the failures during this period so that flight operation

would be conducted during the "chance failure" part

of the curve. A comparison of the failures per space-

craft during test phase and the first 30 days of flight

for both in-house and out-of-house tested spacecraft

is shown in Figure 8. The large decrease of failures

after launch appears to indicate the infant mortality

failures have been greatly reduced by the systems test.

A further analysis showing the flight experiences

vs time is presented in Figure 9. The ordinate

represents the failure per spacecraft per 90 days
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TABLE III

Spacecraft Life vs Intended

as of January 1969

Life

SPACECRAFT DAYS RATIO=

INTENDED

Explorer Launch Intended Useful Useful

No. Name Date Life Life Life

Tested In-House

XV S-3b 10-27-62 60 95 i. 59

XVII S-6 4-2-63 90 i00 I. ll

XII ,S-3 8-15-61 365 112 .31

XXXVII I RAE-A 7-4-68 365 180" -

XXI IMP-B 10-4-64 365 182 .50

ARIEL II S-52 3-27-64 365 194 .53

XVIII IMP-A 11-26-63 365 300 o .82

XXXII AE-B 5-25-66 180 301 1.67

XIV S-3a 10-2-62 365 310 .85

ARIEL I S-51 4-26-62 365 320 .88

XXXV IMP-E 7-19-67 365 469* -

XXXIV IMP-F 5-24-67 365 585* -

XXVIII IMP-C 5-29-65 365 702* -

XXVI EPE-D 12-21-64 365 886 2.43

XXXIII AIMP-D 7-1-66 180 913" -

Tested Out-of-House

OAO-I 4-8-66 365 0 0

NIMBUS-I 8-28-64 180 26 .14

OGO-5 3-4-68 365 302* -

ATS-3 11-5-67 1095 421" -

OGO-4 7-28-67 365 541" -

OGO-2 10-14-65 365 719 1.97

ATS-I 12-6-66 1095 755* -

NIMBUS- 2 5-12-66 180 976 5.42

OGO-I 9-4-64 365 1578" -

* Spacecraft continues to operate as of January 69.
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and the abscissa is 90 day time periods after launch.

Failure is defined as: major if a severe degradation

of spacecraft performance is noted; and minor if an

experiment is degraded or a spacecraft subsystem is

lost but backed up by redundancy. The two Curves,

one for major failures only and the other for major

and minor failures, show a very sharp drop in failure

rate just after launch. Thus the "infant mortality"

failures have not been completely eliminated during

pre-launch tests. This initial peak suggests that

the spacecraft experience stresses not adequately

simulated in test. First day failures do account for

a good portion of the early failures. However, if

these were eliminated, there would still remain a

sufficient number of early failures to indicate that

the infant mortality phase still existed. Indications

are that "chance failure" period is not reached until

approximately a year in orbit.

The plot also indicates that wear-out will not

necessarily be related to any specific time period

after launch. Although wear-out of some spacecraft

subsystems are known to occur, the failure mode of a

complete spacecraft does not appear to increase in

numbers at a particular time in the life cycle.

Thus a specific "bathtub" curve is not considered

applicable in the wear-out period to spacecraft in

general.

Analysis of the Initial Post Launch Failures

The flight failure data have been summarized in

Table IV. A total of 109 major and minor failures

for 24 spacecraft indicate the following:
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First Day

46% of the spacecraft experience ist day failures.

2_ of all failures noted during the life of the

spacecraft up to January 1969, occurred in the ist

day.

14% are related to experiments and 6% are related to

spacecraft subsystems.

First 30 Days

63% of the spacecraft had failures

35% of all failures occurred in the initial

30-day flight period.

TABLE IV

Summary of Spacecraft Failure Data

Number of Spacecraft

Major + Minor Flight

Failures

ist Day:

Experiment

Subsystem

Spacecraft Tested

In-House Out-of-House Total

15 9 24

57 52 109

i0 5

2 5

1-30 Day:

Experiment

Subsystem

13 ii

5 9

8 3Number of Spacecraft Having

ist Day Failures

(Major + Minor)

Number of Spacecraft Having

1-30 Day Failures

(Major & Minor)

9 6

15 (14%)

7 (6%)

22 (20%)

24 (22%)

14 (13%)

38 (35%)

ii (46%)

15 (63%)
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Success Record

The operational performance for 73 spacecraft

tested in accordance with GSFC test philosophy has

been appraised relative to the production of useful

data and the mission objective. Figure i0 shows a

plot of the successful spacecraft in % vs launch

year. The record has been very good for the initial

ten years of this new technology. In fact GSFC has

been able to maintain 100% success for all spacecraft

tested at the center.

Experiments are the major operational requirement

of all scientific and applications spacecraft. The

success of the GSFC program is measured by the useful

data obtained. Figure ii shows a summary of experiment

record to date. Useful data have been obtained in

some cases where vehicle did not meet orbital

requirements and even when the mission was declared

a failure as in OGO-I. The experimenter also obtained

data in some cases with degraded equipment. The

overall data collection record appears to be very

good for this type of space program.

Conclusions

The spacecraft utilized in the GSFC scientific

program have, in general, had limited life objectives

ranging from 60 days to one year. Two ATS experimental

applications spacecraft included in this study have

had three year objectives. Experience with these

programs shows that the goals have been largely achieved.

• Twelve spacecraft have exceeded design life.

Four spacecraft are still working toward

achieving design life.

Four spacecraft have failed to reach design

life through mechanisms external to the space-

craft.
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Four spacecraft have had internal failures

before achieving design life.

This represents a good but far from perfect record•

Furthermore, while returning very useful data, many

of the successful spacecraft are operating in a

degraded mode when the goal is achieved•

The authors conclude that:

l• The need for systems level environmental testing

has been demonstrated for both small and large

spacecraft.

• Early failures suggest the need for careful

tailoring of tests for specific spacecraft.

• Spacecraft subsystems and experiments

share the blame for degraded performance in

approximately equal proportions•

• Multi-launch programs do not eliminate the

need for environmental testing of later

flight systems.

• Spacecraft life in excess of one year is

readily but not easily achievabl_.

If the scientific spacecraft program in earth orbit is to

be extended to long duration planetary investigations, some

changes in approach will be required to satisfactorily

attain the long lifetimes required. Again in the author's

opinion, this revised emphasis should be in the direction

of more conservative design approaches (particularly on

the part of experimenters) and a more rigorous discipline

in parts selection•
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INTRODUCTION

In the aerospace industry, the cost of spacecraft testing

is a uniquely important factor to management. Some 50%

or more of the allocatnd program dollars are typically

spent In the area of test-parts through system. Thus,
large sums of money are involved in test when we consider

the indlvidusl Program costs involved in our National
space effort. Typical of these ProCntm coete are:

• Bloeatellito - 135 million

• Orbiting Aet_onomlcal ObservatoTy - 280 million

e 8urveyor - 483 m/Ilion

Referea_ce 1 contains • more complete listing of these Pro-

gram costs.

A fundamental question in the mind of a Program Manager
is the attainment of an optimum balance between test dollars

spent and results achieved - results in terms of spacecraft

reliability and performance per customer requirements and
expectations. How, what and when to test, then, becomes a

central consideration in sotmd test planning and program

management.
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A CORE ISSUE - TESTING FOR RELIABILITY

Many philosophies and approaches currently exist to

guide the formulation of a spacecraft test program. These

emanate primarily from past experience and Judgement.

One might conclude that, today, test planning ts more of an

art than a science. The dilemma starts right at the piece-

part level (e. g.. bow much burn-in and screening sbould be

performed) and continues on through various levels of space-

craft assembly to the launch site itself (e. g., should

extensive prelaunch checks be conducted or is a V_ands-off"

policy in the field the way to go).

Undoubtedly, there are strong arguments, pro and con,

for almost any decision that is made, and again ene might

conclude that there is more than one 'optimalt test approach.

Our current state-of-the-art certainly suggests that this is

true. However, there is some evidence to support the case

which states that certain aspects of spacecraft testing may

be quite basic in nature, and to neglect them is to invite

major voids in a test program.

At the very highest test decision level, there are two

basic approaches that may be taken:

1) Test to pass - i. e., show that the equipment
operates to the intended function.

2) Test to find defects - i. e., prove that no defects

are in the equipment to prevent, the performance of the

required function.

The distinction here is subtle, but quite sharp - especi-

ally with respect to high reliability achievement. For

management, this distinction may be quickly summarized

by invoking some 'good-ole Charlte Brown' thinking:

• Happiness is no ground test failures, thus my cost/

schedule commit_nents are not in Jeopardy ( test

to pass).

Happiness is discovered and corrected defects,

thus my performance commitments are In less

Jeopardy f test to find defects).

This paper adopts the theme that '_resttng to find defects"

is the prime concern. The achievement of excellent space-
craft performance rests on several factors - not the least of

which is the test that finds the defects and provides the oppor-

tunity for corrective action befor___e operational use. It is felt
that this approach is a significant factor in achieving the

optimal test results for the dollars spent - and from a broad-

er point of view, to likewise achieve cost effectiveness in

the total program sense.

Test program planning, based en past experience, pro-

vides management with the opportunity to effectively utilize

lessons learned - lessons that usually deal with the generic
problems of defect escapes into the operational/use phase of

a spacecraft system. "Testing to find defects" thus demands

a continuous vigilance to seek out, understand and eliminate

these escape paths. This paper directly addresses this

question of lessons learned and through analyses performed

on five complex spacecraft systems, examines some treods

in the following areas:

• Test ve Level of Assembly

• Test Screen Adequacy

• Defect Cause

• Environmental Test

• Defect Generation

Observations are drawn which are suggested as useful

guidelines in developing test policies that impact on the

"quality" of spacecraft systems. The information presented

is by no menus an exhaustive study, but hopefully it does

presunt some additional perspective on the important subject

of test planning and management.

DATA ANALYSIS PROCEDURE

Records of ground and flight test failures (defects) from

five spacecraft programs form the basis for the analyses

presented in this paper, in each program, all defect records

were examined initially, and those which were of a catastro-

phic or major degrading nature to the mission (or potential-

ly so), or of sufficient severity to have warranted corrective

action measures in the program, were selected for use in

the analyses. This provided a sample of some 1500 defects,

collectively, from the five programs.

Defect records so selected were then individually iu-

vustigated in detail by a team of 3 to 5 engineers; and in

over 90_ of the defect cases so studied, the team included

a system engineer from the specific program under study.

Periodic inputs from subsystem specialists, _e also

utilized when the team requested such assist As each

defect was investigated, several characteristic, f

the defect were categorized and from these dst_. the

analyses described in subsequent paragraphs were derived.

The authors were, themselves, members of the defect

analysis team on three of the five programs reported, and

have also performed directly a large percentage of the sys-

tem analyses and correlations accomplished with the data

(of which this paper is representative).

The five spacecraft programs all involved complex

spacecraft systems - I. e., the spacecraft all had active,

autonomous, 3-axis stabilization (no passive or spin stahili-

zatien) and a significant content of electro-mechanical equip-

ment (as opposed to predominantly electronic equipments).

The Programs are identified only as Programs A, B, C, D

and E since in some cases it was not possible to obtain all

of the appropriate approvals to reveal the source of the data

used in the analysis.

The results presented here have been supported on a

Company sponsored Long Life Space Systems Program

(L2S 2) whose overall objective is the solution of problems

related to reliability and long life achievement in Spacecraft.

This Program includes several Research and Development

activities, both of an analysis and hardware expertmentatiou

nature. The specific data described in this paper represent

but a small portion of the total data accumulated and analyzed

with respect to the lessons learned activity that is currently

in progress.
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DATA ANALYSIS AND RESULTS

Test vs Level of Assemb/y

During the build-up and assembly of a spacecraft, it is

fairly common practice to test, to one extent or another,

each progressive level of assembly. Generally, the lower

the level of assembly at which the test is conducted, the

lees expensive the test becomes. Defects are more readily
discovered and corrected at the board/module level of test

than by exercising an entire spacecraft. On the other hand,

certain defects will not exhibit themselves until a higher

level of assembly has been reached. This is true of many

harness, plumbing, thermal and electrnmagaetic com-
patibility problems. This raises the question of the Im-

portance that should be attached to testing at various levels

of assembly, and particularly emphasizes the question of

the importance of subsystem and system level testing whore
test costs increase sharply.

Some perspective un this problem can be seen in the

data of Figure 1. These data represent the flight defects
experienced on Program A - hence, when the defect occurred,

the spacecraft was physically in a system level configura-

tion. Each defect was individually investigated to ascertain

the specific level of assembly that wee necessary in order

for the defect to manifest itself. Each defect was catego-

rized according to one of the four categories shown On

Figure 1. As one might intuitively suspect, many of the
defects could readily manifest themselves without the useea-

stty for an entire spacecraft assembly around them. Others

did require interaction effects before they would reveal
themselves.

'/, OF

TOT&

FAILURES

PROGRAMA FLIGHTHISTORY

SYSTEM SUDSYSTE]_ COMPONENT LESSTHAN
COMPON[NT

FIGURE i. DEFECT OCCURRENCE VS LEVEL

OF ASSEMBLY

The surprising picture represented by these data is

that 50 % of the defects required a subsystem or system

level assembly before they would occur. In other words,

even "perfect,, component (black box) level testing would

have only reduced the flight defect history by one-half.

While the mere ocourrence of flight defects is sufficient

evidence to note that tests need improvement (something

we all know), these data seem to say that tests at the higher

levels of assembly are Just as important as those at the

lower levels of assembly (something that perhaps we all do

not fully recognize). Testing at the subsystem and system

levels can indeed become expensive, but decisions to
"lightly" treat these tests at the higher levels of assembly

could well become penny-wise and pound-foolish decisions in
the ultimate outcome.

Test Screen Adequacy

Ae noted in the prior discussion, tests are not perfect.

They generally do not represent a 100% screening capability

for all of the defects that are present and potentially detect-
able at a given level of assembly. Exceptions have been noted

where 100_ screening effectiveness has been achieved - but

that is the trouble, they are exceptiocm. Here, we will exam-
tso two cases to illustrate the problem associated with test

screen adequacy.

Figure 2 presents data from the five spacecraft programs.
Each bar represents the average number of defects in each

flight spacecraft when it was delivered to system test. One

might consider these values to be a measure of the quality

level of the spacecraft as they entered system acceptance test.
As the data indicate, there is a fairly wide variation in this

quality level from program to program (which in itself may be
an interesting facet to explore). The question here is 'how

many of the defects present at entry into system acceptance

test should have been removed by the prior component accep-
tance test screen'. The cross-hatched area on each bar shows

that from 36_ to 65% of all such defects are present because

of inadequacies in component acceptance test - "leakage,'

through the component test screen, so to speak. The open

area on each bar, in turn, represents those defects requiring
a system level test for their detection - as discussed in the

prior section. Other studies not presented here, have shown

that component acceptance tests are actually fairly effective

tn terms of the defects which they do find versus those which

escape to system test. However, the "leakage,, that does

occur places a sizeable burden on system test, and a rela-

tively small improvement in component acceptance tests

could well produce a significant beneficial effect on system

test from a cost and schedule point of view.
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FIGURE 2. COMPONENT VS SYSTEM LEVEL TESTING

Figure 3 starts with exactly the same data base as that of

Figure 2. The question now is 'how many of the defects pres-

ent at entry into System acceptance test should have been re-

moved by the prior qualification test program'. The cross-

hatched area on each bar shows that from 17% to 68% of all

such defects are present because of lusdequncles in the
qualification test program. There is evidence in other studies
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FIGURE 3. QUALIFICATION VS ACCEPTANCE
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currently in progress which show that qualification testing

(unlike component acceptance testing} is most inadequate.

Qualification testing, then, is most certainly an area in

need of significant improvement.

Defect Cause

A better understanding of the cause of defects will assist
program management in two ways. First, it will help to

identify those development and/or production activities in

which the greatest improvements may be made and second,
it will provide some insight into the means by which test

screen adequacy may be improved.

This analysis divides defect cause into three categories:

Design - a defect which is the result of improper

or Inadequate design (logic, application, product-

bllity).

Manufacturing and Test Procedure - a defect which

is the result of an error in fabrication, assembly

or test of the equipment (the '_mrlQnanahip"

problem).

Parts/Materials and System Requirements - a de-

fect which is the result of a "random" part or

material error or an error in the original system

specification.

Data from all five programs are shown on Figure 4,

categorized by these definitions. The point of reference is

again the average number of defects present in each space-

craft when entering system acceptance test. On Figure 4,

by averaging across the five programs, it is noted that the

number of design caused defects are about equal to the num-
ber of defects attributed to manufacturing/test procedure

errors. This is somewhat surprising since the popular

opinion seems to be that the workmanship problem (if any)

predominates at this stage in a program, and that the Qua!i-
flcatien Test Program has already proven that the basic

desige is satisfactory. Apparently, nothing could be f_rther

from the truth: {As previously noted, Qualification testing

appears to be grossly inadequate). However, the small

number of defect causes rooted in parts and materials or

system requirements does follow the pattern generally be-

lieved by popular opinion to be the case.
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FIGURE 4. DISTRIBUTION OF DEFECT CAUSES
PRIOR TO SYSTEM TEST

Notice that Program A is represented by fomr bars. A I

represents the first spacecraft in the Program, A3 the third

spacecraft. Am represents a group of vehicles at mid-pro-

gram, and A e a group of vehicles at the end of the program.
With respect to the '_vorlunanship" caused defect, there was

no discernible decrease in those defects across Program A

until the A e group of vehicles. This could mean that the

learning curve so often discussed and applied in spacecraft

programs does not take place as rapidly as one would expect.
On the other hand, the number of design caused defects enter-

ing system acceptance test falls off rapidly as the program

progresses (as each one is discovered and corrected, it does

not reappear like the workmanship defect). Nonetheless,

even the Ao group still had design caused defect in it which

means that these same design defects were slipping through

test after test, flight after flight, without detection.

Figure 5 presents the flight defects for Program A, by

cause. The design caused defect now accounts for 51_o of

the total flight defect population - twice as much as either of

the other categories. This, too, runs contrary to the popu-

lar opinion that ,_:orkmauship" problems are the predomi-

nant cause of failure in space. This information together

with that in Figure 4 leads to the conclusion that our ability
to detect and eliminate the workmanship defect during

ground test far exceeds our capability to do likewise for the

design caused defect.

PROGRAMAFLICHTHISTORY

CEDUR[ 2M,

FIGURE S. DISTRIBUTION OF DEFECT CAUSES IN
FLIGHT TEST
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Figure 6 now takes the design caused defects from the

flight data on Figure 5 and examinee some additional charac-

teristics about them. The data indicate some interesting

trends associated with the design caused defect. Of particu-

lar note is that over three-quarters of these defects required

the subsystem or system level of assembly for the defect to

manifest itself. This is in contrast to the data of Figure 1
where, for all defect causes, only 50_ of the defects required

the higher levels of assembly in order to manifest themselves.

Apparently, the design type problems predominate at the

higher levels of assembly, while the "workmanship", part

and material, and system requirement type problems pre-

dominate chiefly at the lower levels of assembly.

PROGRAM A

I 185 INVOLVED AN EMC PROBLEM.

e 39_ WERE ENVIRONMENTALLY SENSITIVE.

e 79_ RB_U IRED A SIS OR SYSTEM LEVEl. OF ASSEMBLY FOR

DEFECT TO MANIFEST ITSELF.

e 643, OF THE COMPONENTS INVOLVED WERE NON-ELECTRONIC.

e ,525 OFTHE COMPONENTS INVOLVED WERE CONSIOERED SIMPLE

(VS MODERATELY COMPLEX OR COMPLEX).

FIGURE 6. SOME ADDITIONAL FACTS ON THE
DESIGN CAUSED FLIGHT ANOMALIES

Environmental Test

One of the more difficult decisions facing a Program

Manager is the question of environmental test - i. e., how

much and at what level of assembly. Cost is a significant
element in the decision because environmental facilities

end the operation of these facilities do not come cheaply.

As vehicle size increases and the question of system level

environmental test comes to the fore, technical factors also
entez" the decision process with respect to the capability

that may be present in the facility to supply the necessary

energy input to the vehicle (be it mechanical, acoustical,
electro-magnetic or thermal). These cost and technical

considerations must be judged on their own merits for each

individual program, and the appropriate decision made.

However, where cost and technical factors warrant the con-

sideration of enviroumeutsl test, it does become important

to consider Just what might be gained (or lost) on the decision

to use environmental test. In particular, the following analy-

sis addressee the question of environmental test at the system

(or spacecraft) level of assembly.

Each defect in the analysis was examined to determine if

it was environmentally sensitive; I. e., would the probability

o_ detecting this defect be siKn/flcantl _, increased by the
presence of an environment other than ambient. For this

analysis, only thermal vacuum and vibration environments
are considered.

The potenthtl significance of the environmentally sensitive

defect problem is illustrated on Figure 7 with Program A data.

When the total defect history subsequent to componont test is

considered (both groond and flight test), it would appear that

only a relatively small percentage of that defect population

is envirozlmantally secretive - i. e., 70_. But when the flight.
_mt defects alone are considered, the environmentally sensi-

tive defects Jump to 40c_ of the total. This would indicate

that while the e=vironmeuially sensitive defects appear to be

a small part of the problem, if not properly considered and

eliminated in ground test, they can easily become a large

part of the defect experience in flight (where the ultimata in

an environmental test is achieved).

% OF

tOTAL

OF

TOTAL

FIGURE 7.

PROGRAM A DATA

100 • ts

60-

40-

t _ R.IGHT DATA ONLY

NOT SENSITI_[ SENSITIVE

ENVIRONMENTALLY SENSITIVE DEFECTS

SYSTEM LEVEL TEST
+ FLIGHT DATA

A more concrete illustration of the potential effecUvenees

that can be achieved with spacecraft level environmental testa

is shown for Program A on Figure 8. Program A, a multi-

vehicle program, experienced various patterns of system on-

vtroumental test. System vibration was performed on groups

of vehicles at the beginninlL mid-po/nt, and end phases of the

program with groups of 'non-vibration, vehicles in between.

System thermal vacuum was performed primarily on vehicles

In the latter phase of the program. As Figure 8 illustrates,

the total number (ground plus flight) of vibration or thermal

vacuum sensitive failures was assenUaJly a constant, irres-

pective of the test history. But where systelns vibration or

thermal vacuum testing was performed, a si_z/flcant rever-

sal in the ground vs flight defect pattern is observed. That

is, more environmentally sensitive failures occurred in

ground test than in flight. Statistically, flight failure reduc-
tions of 727c and 50c_ were realised for the vibration and

thermal vacuum sensitive defects respectively when ground

environmental test was employed on the spacecraft.

'_ze paU.eru them described for Program A does not ap-

pear to be unique. Returning to an analysts involving all five

spacecraft programs, their effectivenons in detecting environ-

mentally sensitive defects In system acceptance test is shown

on Figure 9. Effectiveness here is defined to be-

Defects Detected (Environmentally Sensitive)
E = Tota_ Defects Present (Environmentally Sansiflve)
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TYPEOFTEST

PROGRAMA

PERCBqTOF NUMBEROFENV_RONMER-
SPACECRAFTTALLYSENSITIVEDEFECTS
INVOLVED DETECTEDPERSPACECRAFT

GROUNO FLIGHT
TESTS

VIBRATION

ALLTESTSWITHOUT
VIBRAT_ON 331_ 0.t7 O.50"_

ALLTESTSWITHVIBRATION 6_ 0.54 0. ]4 /"

THERMALVACUUM

ALLTESTSWITHOUT
THERMALVACUUM 5_ 0.• L 50_.

ALLTESTSWIDI THERMAL _ 0.7_ 0. 7_/
VACUUM

_'>REDUCTIO

REDUCTIO

FIGURE 8. BENEFITS DERIVED FROM SPACECRAFT

ENVIRONMENTAL TEST

In general, those programs which included system en-

vironmental acceptance test were effective in removing the

euvironmentslly sensitive defect with effectiveness values,

E, ranging from 69_ to 100c_. The one exception is Program

B for which no explanation has been found. One portion of

Program A (cross-hatched bar) did not receive system en-
viroumentel acceptance test, and its effectiveness value

was only 17%.

Defect Generation

Not only are test screens imperfect but quite often, we

also find that tests are, in themselves, a generator of defects.

Errors in test and installation procedures or faults with test

equtpmeut are the underlying cause of this problem.

The defect generation problem is schematically illus-

trated in Figure 10, ustl g Program A data. A common

group of vehicles is depicted in their flow through System

Acceptance Test (SAT) at the factory and Launch Acceptance

Test (LAT) at the launch site. Defects that were present in

the vehicles and eligible for detection in SAT are shown

e_tering the block for SAT. Within the SAT block, we see

defects generated during the course of the test. Flowing
out of the SAT block are those defects that were detected and

diverted, and those which escaped downstream to the launch

site. Defects entering the LAT block are the sum of the

•defect escapes from SAT and an additional group of defects
that completely by-passed SAT for reasons of ineligibility

(e. g., certain equipments containing defects were not in-

stalled until the launch site) or decision (e. g., defects de-

tectable by a test that could have been, but was not run in

SAT). Defects generated, diverted or escaping LAT are

also shown. Notice that defects escaping LAT are those

that go into space, later to be detected there.

There are three points of interest in these data. First,

defects are indeed generated in test - 14% of th_ total defects

flowing through SAT were generated there, and 52¢_ of the

defects flowing through LAT were generated there. Second,

the data would seem to indicate that the defect generation

problem is higher in tests conducted remote from the factory

site. The number of LAT defects generated was 50c_ higher

than those defects geoerated in SAT. This latter observation
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FIGURE 9. SIGNIFICANCE OF ENVIRONMENTAL
TEST

is not to be construed as an indictment of the skills or moti-

vation of the field test personnel, but rather seems to reflect

the fact that field conditions (schedule pressures, logistics

problems, retrofit actions, drop-ship installations, tmavaila-

bility of special test equipments and skills that exist at the

factory, etc) are in themselves a precipitator of conditions

conducive to defect generation. (Compare, for example, the

anvirouement in a factory laboratory test to that at 2:00 AM

on the fifth level of a launch gantry! ) Third, virtually all of

the defects generated (_ 98_) are immediately detected and

diverted. However, the very small number of generated de-

fects that do escape (especially in LAT) seem to off;an be

subtle and deadly. Typically, these kinds of defects occur
when a final check is made on an item of equipment, and if

an error results there is no further downstream check that

will catch it. (For example, a final leak check is made on a

plumbing system, and the technician forgets to replace the

cap on the test port - in space, the gas system is pressur-

ized and all the gee dumps overboard through the test port. )

This analysis simply points out the extreme care that must
be taken in the development of the test procedures, and the

proper training of the technicians who must implement

those procedures.

PROGRAMA

FACTORYSYSTB_SACCEPTANCE
ISAT)

(_ ESCAPES

GENERAT_

PRESENTED

TOSCREEN

DEFECTSGENERATED: 14_

LAUNCHSITEACCEPTANCE

(LATI
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PRESENTED
TO SCREEN

DEFECTSGENERATED: 5_

FIGURE 10. DEFECT GENERATION IN-TEST SCREENS
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SUMMARY OF OBSERVATIONS

The analyses presented above suggest several points

which may be useful guidelines in the development of a test

program. Several of these are presented below.

1) Equipment defects, and their detection in test, do not

seem to be concentrated at any one level of assembly. In fact,

the subsystem and system levels of assembly may contaIn a

significant portion of the total defect population. Design
caused defects observed in flight, in particular, seem to

concentrate at the higher levels of assembly.

2) Test screens are not perfect, As a case in point,

system acceptance tests (in addition to searching for the sub-

system and system level defects) are "burdened" with the

responsibility of searching for defects which escaped prior

component acceptance tests or the qualification test program.

3) The design caused defects are subtle in nature, and

they are discovered and eliminated chiefly through the

"serialized" testing that taken place via repetitive grotmd

(and in some cases, flight) test screens.

4) While design and workmanship type defects are

about equal in magnitude in vehicles entering system accep-
tance test, tests are much more effective at finding the work-

manship defect. As a result, the primary cause of equipment

failure• in flight seems to consistently be the design caused
defect.

5) The learning curve assoeiated with workmanship

quality does not seem to experience in practice the growth

that is so often attributed to it in theory.

6) There are certain defeots that are environmen_lly

sensitive. Subsequent to component test, they seem to

represent less than 10_ of the defect population that may

exist in a spacecraft program. However, if not properly

treated, they can become a significant portion of the defect

population that escapes into flight.

7) Proper treatment of environmentally sensitive defects

signifies the use of environmental tests. As a case in point,

the effectiveness of system acceptance te_ts in detecting this

type of defect is improved significantly when system level en-

viroumentel tests are employed.

8) Tests and related test activities do, in themselves,

generate defects. This generation problem seems to be

aggravated at test sites remote from the factory. Attention

to detail in test and installation procedures and test personnel

training is necessary to minimize this problem.

tinned and consistent program success. But the efficient

use of test dollars (l. e., optimizing results achieved for the

dollars spent) does appear to be a subject in which a great

deal of couetructive progress can be made - und uow.

It is suggested that one such aspect of that progress is

the deliberate attempt to structure test programs to find de-

fecth. To this end, it is felt that lessons learned from past

spacecraft experience can provide a source of invaluable
information.

A concerted effort by management to implement that

philosophy does, however, require what some may enustder

to be difficult decisions:

• It requires that much of our current thinking'about

testing be re°adjusted. For example, passing a

qualification test does not really qualify the hardware,

and even perfect component testing does not solve the

defect elimination problem because a large percentage

of such defects do not even appear until the higher

levels of assembly are reached.

It requires that management devote considerably

more aRentien to the reasons for defect escape

through a test, and commit the necessary funds

for the development of technologies that will permit

us to close that gap.

• Most importantly, it certainly follows that any

deliberate attempt to find defects will indeed in-

crease the number of defects found. This will have

both a cost and schedule impact on the program ff

there have not been adequate plans and provisions to

handle it. This, in tttrn, requires that management

recognize the need for an exp_d_ _ilure analysis
and corrective action system.

But a wise and prudent management will clearly recog-

nize the necessity for such actions, and will clearly under-

stand the longer range benefits to be derived on the basis of

the total life cycle of the Program.

A rather well known adage summarizes quite nicely the

message that is central to this issue. "An ounce of preven-

tion (cost of effective ground tests) is worth a pound of cure
(cost of mission lass due to flight failure)".

CONCLUDING REMARKS

Spacecraft testing is expensive - and in the immediate

future, there does not appear te be any significant break-

through that will alter that picture, and still result in con-
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Introduction

Air Force direction for the C-5 proposal required a maintenance

system capable of providing maximum reliability, accuracy, speed,

flexibility, and simplicity. Further, the system had, as a design

goal, the requirement for testing down to the lowest line replaceable

unit (LRU) and a subsequent announcement to the crew as well as a

record-keeping entry. Previous experience with onboard malfunction

detection systems indicated that a manned maintenance system offered

more potential capability than a completely automatic and un-manned

system. Since the C-5 crew complement did not include a person whose

prime purpose was maintenance, Lockheed investigated the incorporation

of the maintenance function into the duties of a crew member. The

logical choice was the flight engineer and the next step was to estimate

the time that could be spent performing the maintenance role. A human

engineering task analysis indicated that, during normal c_aise condi-

tions, approximately 50 per cent of his time could be allocated for
maintenance actions.

The synopsis of this direction and experience was to provide a

system capable of either identifying a failed LRU immediately upon

failure, or predicting the occurrence of a failure. The results of

such a system would, therefore, improve turn around time, reduce spares

requirements, eliminate specific aerospace ground equipment (AGE) items,

and decrease maintenance training requirements. To better define the

requirements for an onboard malfunction detection system, Lockheed

investigated the broad spectrum of maintenance techniques presently

employed. In general, these techniques are as shown in Table _ in the

order of their complexity.
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Table _ - Malfunction Detection _echniques

I ,

,

,

,

mechnique

Functional manipulation,

use of existing instruments

Examination of LRU test signals

a. Ground data reduction

b. 0n-board data reduction

Bui it-In-Test Equipment

(BImE)

Automatic self test

a. With summary logic

b. With internal decision

Announcement

Operator decision

Recording medium

processed to determine

faulty LRU

Signals conditioned,

logic levels derived/

processed, LRU equations
solved

Operator initiated,

functional loop tests

Monitored system pro-

vides logic levels

for decoding

Mcnitored system pro-

vides failed LRU

identification

mhe first technique uses the normal aircraft controls and

indications %o detect malfunctioning line replaceable units (LRU's).

An example of this technique would be the detection of a faulty fuel

pump by re-rcuting manifold flow paths and observing pressure indica-

tions. The efficiency of this scheme, however, is directly proportional

to the ability of the operator and is determined by training level,

experience, and motivation.

The remaining techniques require on-board hardware in varying

degrees of complexity. For ground data reduction, the flight hardware

can be relatively simple whereas the on-board reduction scheme requires

computation ability. BITE techniques require operator initiation and

temporarily interrupt the normal operation of the monitored system in

most cases. Automatic self-test is performed on a non-interference

basis and does not alter the monitored system performance.
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mhe announcement of detected failures is usually dependent upon

the complexity of the system. Large systems could contain decision-

making circuitry whereas simpler systems may output sufficient logic

signals to permit decisions by auxiliary equipment.

After reviewing the directions, goals, and techniques available,

the specific design criteria shown below were established to permit

system conception.

Table 2 - Design Criteria

2.

.

4.

5.

6.

7.

8.

Malfunction detection to LRU level

Continuous monitoring, non-interference with normal system

operation

Announcement of failed LRU identity to operator

Minimum operator training

Flexibility for addition/deletion of monitored test points

Recording of data for trend analysis

No addition of stimuli generation

Visual memory of subsystem status by annunciator panel

mhe resulting system took the concept shown in Figare I and

exploits the advantages of the malfunction techniques previously men-

tioned, permitting each to contribute in the area in which it performs

in the most efficient manner. Lockheed identified the system as the

C-5A Malfunction Detection, Analysis and Recording System. The acronym

"MADAR" was quickly adopted and will be used henceforth in this paper.

As indicated in Figure I, the system consists essentially of two

subsystems - automatic and manual - which share the printout unit and

maintenance data recorder for record keeping. The automatic portion

operates whenever the switch is "on". The manual portion, however, is

used at the discretion of the operator.

The automatic mode monitors LRU's which have signal data outputs

amenable to digital tecnniques. Data sampling, value comparison,

limit detection, and malfunction printout are performed automatically

according to a preprogrammed scheme.
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During manual mode operation, the automatic mode is uninterrupted.

The operator uses the manual (or diagnostic) mode whenever he has any

reason to suspect a malfunctioning monitored system. For example, a

problem may be indicated in the heading loop. The operator will depress

the Flight Control Subsystem entry button and film frame will be pro-

jected onto the view screen which will give instructions for initiating

an analysis of the heading loop. Specific tests points will be called

up by a film program for waveform display and comparison. As the live

waveforms are projected, an analysis slide is simultaneously projected

showing typical waveform patterns which apply specifically to the

selected data point in the loop with instructions for the next test

point. The operator can progress sequentially through the entire head-

ing loop examining the loop for faulty signal data flow and locating

any faulty LRU that may appear. The control panel also permits call-up

of diagnostic procedures as well as waveform$ and test point informa-
tion.

System Technical Description

The block diagram (Figure I) indicates the components utilized

individually and jointly by the automatic and manual modes. The

Central Multiplexer Adapter (CMA) serves as the principal interface

component.

Data flow into the system is as follows: The Signal Acquisition

Remote (SAR) units monitor thirty test points each and are located

throughout the aircraft at optimum locations for minimum wire lengths.

The analog signals entering the SAR are normalized and transmitted

to either the CMA or the Manual Multiplexer (MMUX) depending upon signal

type. Those signals entering the CMA are digitized and sent to the

Digital Computer (DCOMP) for either malfunction analysis or trend anal-

ysis. Out-of-limit signals provided to the DCOMP cause the computer

to transmit failed LRU information to the printout unit and maintenance

data recorder. The MMUX signals are routed to the Control/Display

(C/D) Group for display on the oscilloscope (ODR). Operator decisions

that indicate malfunctions cause the Control/Display Group te transmit

f&lle_ LRU information te the Printout Unit (POU) and Maintenance Data

Recorder (MDR).

Automatic Mode

The system can sequentially monitor up to 960 data points in the

automatic mode. If a failure is detected, the LRU number, time of day,

and date are automatically printed out in alphanumeric code, and also,

recorded on the MDR. The subsystem name is illuminated on the Control/

Display Subsystem status panel.
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The heart of the automatic mode is the Digital Computer. The

computer program selects the test point to be addressed. The SAR, upon

receipt of test point address from the computer via the CMA, selects

the proper data gate and routes the data signal from the conditioning

circuitry through the selected gate to the data amplifier for trans-

mission to the CMA. _he signal is then converted to a digital word.

For automatic mode signals called-up for display by the manual mode,

the signal is obtained in the CMA prior to analog-to-digital conversion.

The digital word in the CMA is considered by the computer to be

either trend data or LRU data depending upon the program. If the word

is trend data, the computer tests the value to determine if it has

changed more than its preprogrammed, allowable deviation since its last

recorded value. If the value is within the allowable deviation, the

data is discarded, or if desired, used for LHU information. If the

value exceeds the allowable deviation, however, the test point number

and a time reference is supplied to the MDR via the CMA.

LRU data values are tested to determine if they are within a

programmed tolerance range. If they are within range, the test data

is in a "Co" condition. A value outside this range results in a "No

Co" condition. Upon obtaining this condition, all test data points

related to the monitored LRU are examined and assigned a "Co" or "No

Co" condition. Then a logic equation is formed with the "Co" and "No

Co" determinations. This equation is then compared with a known equa-

tion of the LRU in a known condition. If the formed LRU equation com-

pares, then the LRU is good. If the formed equation does not compare,

then the LRU has failed. If the status of an LRU changes from the

previous status, an output is required. An LRU status change would be

defined as an LRU changing from normal operation to a failed condition

or from a failed condition to normal operation. The information output

goes to both the MDR and the P0U units.

The arithmetic and branching capabilities of the computer make

possible other means of examining data. A transfer f_uction, for

example, may be formed from two test points and used in both LRU status

determination and trend analysis. _he computer can also address the

$AR calibrate signals when SAR calibration is required.

Manual Mode

In the manual mode, the MADAR system provides the operator with a

visual waveform display for use in analyzing analog parameters which

are not amenable to automatic techniques. N_uual operation of the

_ADAR subsystem is also referred to as the diagnostic mode. Critical

analog parameters are analyzed by comparison of simultaneously projected

live waveforms and stored film patterns cn a cathode ray oscilloscope

and a view screen, respectively.
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The manual mode uses the manual SAR's, a Manual Multiplexer Unit,

a Control/Display Group, a human operator, and the two output devices -

POU and MDR. Each manual SAR functions as two separate remote multi-

plexers having 15 channels each.

•he manual mode operation is completely controlled by the Control/

Display Group. _he operator of the C/D Group is the comparator and the

decision-making "component" of the manual mode. The operator is also

the instigator of the sequence of operation.

LRU status determination by the manual mode is similar to the

method used for the automatic mode. _ne operator selects the desired

subsystem and begins the film preprogrammed interrogation of the sub-

system test points. As each live waveform appears on the oscilloscope,

a corresponding film frame is displayed onto the projection screen of

the Data Retrieval Unit.

•his film frame provides either information or waveforms to the

operator in a manner that permits him a "choice" to continued operation.

As choices are made, the operator progresses through the programmed

diagnosis of the selected subsystem, when an operator's choice reveals

an improper waveform, and subsequent faulty LRU, the actuation of the

choice switch produces an output to the POU and MDR. The output will

include LRU number, subsystem identification, and time.

Random access to any test point is obtained by entering the test

point address through the C/D keyboard. The test data signal is thus

displayed without regard to any diagnostic sub-routine. This operation

would probably be performed more often by an experienced technician

doing detailed trouble shooting.

There will be approximately !0,000 individual !6 mm film frames.

An example 6f a typical film frame format is shown on Figure 2. The

digital data appears on the left and the information to be displayed

on the screen is shown on the right. A single light source is used

for projection. The digital data, however, is split off and projected

onto a photovoltaic cell bank for decoding. The various digital codes

represent choices, addresses, and control settings for the oscilloscope

and digital readout unit. The complete programming of the oscilloscope

and digital readout unit by film frame data permits its utilization by

persons nct generally familiar with test equipment. The visual informa-

tion data provides typical waveforms for operator comparison. Other

film frames will provide diagnostic routines, detailed LRU information,

and information pertinent to aircraft maintenance.
p
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Component Descriptions

Control/Display (C/D) Group

The C/D Group is located at the flight engineer's station and

provides centralized control of the MADAR system. It is comprised of

the Oscilloscope and the Digital Readout Unit (ODRU), the Data Retrieval

Unit (DRU), and the Control and Sequencer Unit (C/SU). Their functions

are shown below:

!. Control and Sequencer Unit

o contains the digital logic necessary to control the operation

of the ODRU, DRU, and the MMUX.

o controls the routing of incoming and outgoing data to the C/D

o provides choice switches to operator

o permits immediate subsystem selection and status determination

o provides random addressing of test points

2. Oscilloscope and Digital Readout Unit

o is completely and automatically programmed from information

contained on the film

o contains a dual trace, storage, CRT (daylight viewing)

o incorporates an AC-DC digital voltmeter with a bandwidth from

DC to 2 Mc and capability for quadrature voltage measurement

o incorporates an oscilloscope which can be AC or DC coupled

and has a bandwidth from DC to 10 Mc.

o provides trace storage capability

3. Data Retrieval Unit

o is capable of retrieving, in a random manner, any one of

I0,000 frames of information

o contains a film strip memory with a storage capacity of

approximately 1.5 million bits in addition to the 10,000 frames

of data used for visual presentation.

o has an average access time of 4 seconds with a worst case

access time of 14 seconds

o provides film updating by magazine replacement
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Central Multiplexer Adapter (CMA).

The CMA is located in the avionics ccmpartment and serves as the

principal interface point for the automatic SAR's, digital computer,

maintenance data recorder, printout unit, manual multiplexer, and C/D

Group. In addition to the MADAR internal interfaces listed above, the

CMA interfaces with the crash data position indicator recorder and the

auxiliary navigation computer. The following are CM_ functions:

o route channel addresses to automatic S_R's

o select proper SAR output

o perform analog-to-digital conversion

o provide power for automatic SAR's

o provide automatic test point information to the manual multiplexer.

Signal Acquisition Remote Unit - Automatic (SAR-A)

The SAR-A units are optimally located throughout the aircraft to

monitor, condition, and transmit signals for selected test data points

to the CMA. Each SAR-A has the following characteristics:

o 30 input channels

o 2 internal calibrate channels

o narrow band output

o single amplifier

o can provide nominal power for active signal conditioning

o addressed by 5 bits.

Signal Acquisition Remote Unit - Manual (SAR-M)

The SAR-Munits are also located throughout the aircraft to

monitor, condition, and transmit test data signals to the manual multi-

plexer. Each SAR-M has the following characteristics:

o 30 input channels (two 15-channel groups)

o 2 calibrate channels

o can provide 2 broad band simultaneous outputs

o dual amplifiers

o addressed by 8 bits (4 bits for each group of 15 channels)

o can provide nominal'power for active circuit signal conditioning.
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Digital Computer (DCOMP)

The computer is a general purpose 8000 word memory device which

accomplishes the following tasks:

o performs data compression

o addresses automatic test points as prcgr_mmed

o determines LRU/subsystem status

o performs calibration

o maintains real time clock.

Printout Unit (POU)

The POU is an output device that provides a hardcopy record of

failed LRU numbers. P0U characteristics are as follows:

o provides alphanumeric printout of LRU number, aircraft identifica-

tion, date, time, subsystem identification.

Maintenance Data Recorder _R)

The MDR is located in the avionics compartment and records digital

information regarding trend and LRU failure data. The following are
MDR characteristics:

o incremental magnetic tape recorder

o 2400 feet of tape (20 hours of recording at maximum step rate)

o recording format compatible with ground processing equipment

o tape loaded into readily-removable cassette

o 556 characters per inch packing density.

Manual Multiplexer (F24UX)

The MMUX is located in the avionics compartment and serves as the

interface between the manual SAR's and the C/D Group. Its functions
are :

o receives channel addresses from C/D and routes channel addresses

to manual SAR's

o selects desired SAR-M output(s)

o provides power for manual SAR's
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Tran sduo ers

Existing transducers or sensors were used to extract LRU isolation

signals wherever possible. Approximately fifty transducers, however,

were required for specific interface with the MADAR system. To insure

compatibility and compliance with the accuracy requirements, Lockheed

prepared the procurement specificaticns and obtained these particular

transducers. As discussed elsewhere, monitored system vendors were

required to provide the necessary mounting provisions.

It was determined that five type tr_nsducers would be required.

These transducers were basically off-the-shelf units which had pre-

viously been used for missile applications. Minor modifications were

required for airframe usage and the resulting designs are substantially

superior to ransducers normally found in aircraft. The majority of

these are used for engine monitoring and must operate in an extremely

high temperature environment. The types and characteristics are shown

below:

!.

.

,

.

Vibration - range: 0 to _25 g's;

weight: 1.5 ounces

Position - ranges: 0 to 3" and 0 to 110°;

weight: 9 ounces

Temperature - ranges: -IO0°F to 250°F and +IO0°F to +700°F;

weight: 4 ounces

Pressure - range: 0 to 40 inch Hg;

weight: 6 ounces

Differential Pressure - range: 0 to ]60 psi;

weight: 11 ounces

S_ystem Software Requirements

mhroughout the foregoing hardware description, there have been

numerous references to computer routines, waveform patterns, and film

programs. These references imply the necessity for a software develop-

ment program that is equal to, or greater than, the hardware develop-

ment program. Concurrent with the hardware development, an extensive

effort was initiated to select test points and satisfy these software

requirements.

LRU Definition

To prepare a list of LRU's to be monitored and, subsequently, to

select test poihts, it became necessary to investigate the aircraft

systems in regard to anticipated troubleshooting hours. The Lockheed
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Maintainability Department furnished LRU troubleshooting hours accumu-

lated during 120,000 hours of C-130 aircraft operation. The units that

rated high in troubleshooting hours were compared to LRU's on the C-5A.

Since many C-5 units do not have a comparable unit in the C-130, there

was not a one-to-one correspondence between the LRU's. A basis for

LRU selection was established, however, and provided a general direction

for LRU monitoring on the C-5.

Representatives from Maintainability, Reliability, Safety, and

subsystem design organizations jointly prepared LRU stacking criteria.

Each factor was weighed and a mathematical model was prepared to assist

in LRU determination. These criteria items are as follows:

mean elapsed time required for troubleshooting

ACE elimination

mean time between LRU corrective maintenance actions

LRU cr subsystem redundancy - degree of red_ndancy considering

mission probability of success based on MmBF

warning interval - interval between notice of impending failure
and actual failure

inherent LRU or subsystem testability

failure effect - determined how LEU failure affects remainder

of subsystem

cost of monitoring

With the criteria established, each subsystem design group was

cnarged with the final responsibility of selecting LEU's for monitoring.

LRU Summar_

mhe resulting list of LRU's was assembled and yielded 3324 LRU's

considered as "candidates" for monitoring. After an exhaustive

investigation, those LRU's having relatively low failure rates or ob-

vious failure indications were excluded from monitoring. "_ne result

was that 1804 or 56% of the candidates were selected to be monitored.

These LRU's are monitored by the automatic mode, manual mode or a

combination and represent the optimum selection from both an economical

and technological viewpoint.
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_ch of the selected LRU's was assigned to one of ten major categories

or subsystems depending upon its function. Correspondingly, each sub-

system was associated with one of the status annunciator pushbuttons

on the C/SU. By limiting the initial categorization to ten subsystems,

two of the twelve status annunciator pushbuttons are retained as spares

to provide growth potential. Table 3 identifies the ten major cate-

gories, the subsystems therein, the number of LRU's per subsystem, and

provides a breakdown of monitoring arrangement.

Table 3 - LRU Summary

Total Not Monitored

Number LRU's Monitored Auto Man. Both

01 Propulsion (APU,

Engines, Fuel

Engine Inst.) 883 395 !06 376 6

02 Environmental 539 135 31 140 233

03 Secondary Power

(Hyd., Electrica_ 419 233 0 169 17

04 Mechanical (LDG

Gear, Doors &

Ramps) 581 324 5 251 I

05 Flight Controls

(Auto, Primary,

Secondary) 505 308 !3 164 20

06 Instrumentation 49 0 0 49 0

07 MADAR 37 0 22 9 6

09 Radar (Multi-

Mode, Radar

Altimeter) 33 2 5 8 18

10 Communications 102 2 8 92 0

11 Navigation (IDNE,

SKE, LORAN) 59 4 12 37 6

3207 1403 202 1295 307

(08 and 12 are spare) mO_AL 1804
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Failure Effects Analyses

Designers conducted thorough investigations of their respective

subsystems to insure that adequate LRU isolation techniques were

provided. The result of these investigations was the definition of

the following:

0

0

0

0

test point selection and assignment for automatic or manual mode

monitoring

logic diagrams for film program (manual mode)

computer routines (automatic mode)

determination of signal conditioning requirements

test procedures for "non-wired" LRU's

Test Point Selection he test point monitoring capability was

initially sized at 1408 total inputs with an automatic-to-manual test

point ratio of 2.77:1. This configuration was derived from the C-130

LRU study, previous experience with malfunction detection systems, and

engineering judgement. Although the total number of points selected

is 803 at the present time, the ratio of automatic-to-manual test points

is 2.3:1.

It is anticipated that both the total number and ratio will change

as the flight test program progresses.

Logic Diagrams Every investigation produced a logic diagram

necessary for preparation of the film program. The diagram provided

test point selection priorities for specific diagnostic routines,

instrument indications, and step-by-step procedures for systematically

isolating a fault. These diagrams are used principally by the manual

mode but are also applicable to the automatic mode.

Computer Routines The test points selected for automatic mode

monitoring require a computer program for selection sequence, frequency

of sampling, and determination of Go-No Go limits.

Determination of Signal Conditioning Approximately 50% of the

monitored test points do not require signal conditioning. The remaining

signals, however, require circuits to be designed and verified. The

large percent of preconditioned signals resulted from a MADAR interface

requirement that was inserted in all procurement specifications for

new hardware. The requirement insured access to test points suitable

for LRU isolation and transducer-mounting provisions where a transducer

was required.
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Test Procedures For "Non-Wired" LRU's As mentioned earlier under

malfunction detection techniques, many faulty LRU's can be isolated by

clever manipulation of existing controls. The subsystem designers

prepared straight-forward troubleshooting routines which followed

logical sequences. The procedures were placed on the film and, there-

fore, became standard procedures which can be accomplished by persons

having a wide variation of tralning/experience. Approximately 1800

LRU's are monitored and 50% of these do not electrically interface with

the MADAR system. Operator detection of a failed unit by choice selec-

tion, however, does produce a record on both the POU and MDR.

Design verification

The design of the hardware and software would be for naught unless
an extensive verification program was instituted to evaluate the per-

formance of the entire MADAR system from signal conditioning input to

film and computer programming. To accomplish this verification, it
was decided to utilize the engine test stand and the various simulators

being prepared for evaluation of the other C-5 systems. The following
test stand and simulators are each scheduled to accomplish a portion of

the over-all verification program:

0

0

0

0

0

Avionics simulator

Electrical simulator *

Environmental simulator *

Flight control, hydraulic, and landing gear simulator *

Engine test stand

It was apparent that a permanent MADAR installation at each
location would be idle a considerable amount of time. To alleviate

this situation, a mobile MADAR subsystem (minus SAR's) was built to

service the simulators marked by an asterisk. SAR units are permanently

installed at each location since signal conditioning is unique for

each channel. The MADAR subsystem itself will be evaluated on the
avionics simulator.

Individual Subsystem Verification

The verification of the test points originating within each sub-

system will follow a five-phase program. These phases can be described
as follows:
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(I) Subsystem Normal, Without MADAR Interface This phase represen_

the normal functional testing that is performed on a subsystem when it
is first received from a vendor. The signals that interface with MADAR

are carefully investigated to confirm voltage levels, waveforms, etc.

Although no actual interconnection is made with MADAR, this represents

a significant portion of development since signal conditioning design
can be initiated.

(2) Subsystem Normal_ Single Channel Inyesti_ation When tentative

conditioning circuitry has been fabricated, signals will be individually

investigated while the monitored subsystem is operated in all normal
modes and with induced malfunctions. The selection of malfunction to

be induced is another fall-out from the subsystem fault analysis. This

phase will also be used to obtain the waveform patterns for development
of the film library.

(3) Subsystem Integrated With MADAR, Normal Operation This third
phase represents the complete integration of the MADAR and monitored

subsystem. The monitored subsystem will be operated_in all normal
modes. Both the automatic and manual modes of MADAR will be exercised

to insure compatibility and observe normal operation.

(4) Subsystem _In_tegrated With MADAR, Induced Subsystem Malfunctions

The monitored subsystem will be operated with systematically controlled

malfunctions induced (or simulated) to verify the failure isolation

capabilities of MADAR. Waveform patterns will be confirmed and test

routines (film and computer) will be firmly defined. Completion of this

phase will permit finalization of production signal conditioning design.

Modification of design resulting from flight testing is expected to be
minor.

(5) Subsystem Integrated With MADAR (Long Term T Trend Data

Collection) This final phase will be accomplished over an extended

period of time to approximate actual operation. It is anticipated

that this phase will be conducted on a time-available basis after the

urgency of Phases I-4 has been satisfied.

Flight Tests

The ground verification program culminates with the preparation

of the MADAR signal conditioning circuitry, film program, and computer

routine for flight testing. The overall flight test plan for the C-5

is accelerated and flight testing of the aircraft systems is distributed

over the first five aircraft. Testing of the basic MADAR system, as

well as most avionics systems, is to be done on aircraft No. 4. As

tests are conducted on each system, the MADAR interface and its opera-

tional capability will be evaluated. Early flight testing of the MADAR
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system started in April 1968 on a C-_41 flying test bed. MADAR moni-

toring was limited tc the C-5 guidance system as installed in the test

bed aircraft. The first C-5 flight test of MADAR was accomplished in

January 1969. In addition to determining the LRU isolation capability

of MADAR, the flight tests are expected to finalize the film program,

computer routine and provide initial evaluation of operator usage and

effectiveness.

Typical Utilization

To illustrate some of the previously described design features,

a hypothetical POU record is shown in mable 4 to acquaint the reader

with the system capabilities. The numbers down the right margin refer

to the interpretations shown in Table 5. It should be noted that a

significant portion of the computer memory is accessible by keyboard

entry to permit limited program alteration and to provide a means to

input data for storage. Operator instructions are detailed on the

various film frames of the subsystem being investigated. These film

frames are accessible to the operator by depressing the appropriate

status annunciator pushbutton and selecting the desired operation from

the index appearing on the DRU screen.

mable 4 - Hypothetical Mission Printout Unit Output

Message

mable 5

Reference No.

MADAR FLIGHT PROGRAM

0930 A/C68222 30/09/70 STBY

1234567890#':>_=/S_VWXYZ_ ,("\%

-J-KLMNOPQ! *] :_ =ABCDEFGHI?.)[<

0933 9007029 csu INPUT

MADAR FLIGHT PROGRAM

0934 A/C68222 30/09/70 STBY

0935 9207o29 csu INPUT

0938 5O11O7O CSU INPUT

0938 A/C68222 01/10/70 STBY

0939 6102700 CSU INPUT

0939 1027 CLOCK UPDATE

103o 1000100 csu LN-FUT
3452 3250 3109 3204 TEMP TIME

0642 0748 0796 0748 HOUI_S

0089 0053 0056 0057 SERIAL

0638 AIRFRAME HOURS

5
6

7
8

9
I0

11

12

13

14

15
16

17
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Table 4 - Hypothetical Mission Printout Unit Output (Cont)

Table 5

Message Reference No.

I055 1200644 CSU INPUT

1055 1010100 CSU INPUT

1o55 csu ERROR
1055 1001100 CSU INPUT

1055 A/C68222 01/10/70 0PER

1o35 F07054 S00002

'_8
_9
2O
21
22
25

1056 7OO7O54 CSU INPUT

1037 R07034 SO0000

1040 A/C68222 01/10/70 0PER

1045 A/068222 01/10/70 OPER
1047 TAKEOFF

1050 A/C68222 01/10/70 0PER

1055 a/C68222 01/10/70 OPER
1100 A/C68222 01/10/70 0PER

1105 A/C68222 01/I0/70 0PEa
11!0 A/C68222 01/I0/70 0PER
!115 A/C68222 01/I0/70 OPER

FP_A_DP_ESS 131
1118 200001 CSU INPUT

1118 i _CZ_E _L_
N2 BASED ERROP_

+.00550 = DNI

+.00125 = DTIT
-.00008 = DFF

+.00467 = DN2
IN LIMitS

24
25
26

27
28
29
30
31
52
55
54
55
56
57
58
59
40
41
42.
45

1119 2000002 CSU INPUT
1119 2 ENGINE HEALTH
N2 BASED ERRORS

-.00400 = DNI

+.o0333 = DTIm
+.00242 = DFF

-.00471 = DN2
IN LIMITS

1120 A/C68222 01/!0/70 OPER

44

45

46

47

48

49

5o
51
52
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Table 4 - Hypothetical Mission Printout Unit Output (Cont)

Message

Table 5
Reference No.

1120 2000005 CSU I:{PUT

1120 3 ENGINE HEALTH
N2 BASED ERRORS

4-.00087 = DNI

+.00456 = DTIT

-.00516 = DFF

-.00058 = DN2
IN LIMITS

55
54

55
56

57
58
59
6o

1121 2000004 CSU INPUT

!121 4 ENGINE HF_ALT_
N2 BASED ERRORS

-.00141 = DNI
-.00286 = DmIT

-.00514 = DFF
+.00066 = DN2

IN LIMITS

1122 F09047 S00041

61
62

63

64

65
66

67
68
69

1125 7009047 CSU Ii_UT
1124 9009039 CSU Ii,_£UT
1124 7009039 CSU INPUT
1125 _/C68222 01/10/70 OPER

MAD_R FLIC_ _RO_M
1128 A/068222 01/10/70 0PER

70

71

72
73
74

75

1129 9005008 CSU INPUT
1130 A/068222 0t/10/70 0PER
1150 700}008 CSU Ih_ZT

76
77
78

1152 F05006 S00001 79

1135 7005006 CSU I_UT
1155 A/C68222 01/10/70 OPER
1140 A/C68222 01/10/70 0PER
1145 A/068222 01/10/70 0PER

1147 FI0075 S00005

1147 RI0075 SO0000

1147 FI0075 S0000}

1147 RI0075 S00000

8O

81

82

85
84
85
86

87

1147 FI0075 soooo5 88
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Table 4 - Hypothetical Mission Printout Unit Output (Cont)

Table 5

Message Reference No.

1147 R10075 sooooo 89

1147 F10075 soooo3 9o

1147 9410075 csu INPUT 91

1149 7010075 CSU INPUT 92

1150 A/C68222 01/I 0/70 OPER 93

1155 A/C68222 01/10/70 OPEl{ 94

1157 LANDING 95

1157 _'AKEOFF 96

1157 LANDING 97

1159 4000000 CSU INPUT 98

1159 LRU STATUS 99

05006 100

09047 101

10o75 1o2

o9o39 !o3

o3oo8 lO4
zzz "o5

1200 A/C68222 0!/!0/70 OPER !06

1200 1000010 CSU INPUT 107
1200 LR2S SUPPRESSED !08

10075 109

ZZZ !!0
1201 1000001 CSU INPUT 111

1201 END FILE 112

1202 1010000 CSU INPUT 113

1202 A/C68222 01/10/70 STBY 114

Table 4

Line(s)

1-2

Table 5 - Interpretation of POU Record

Message Interpretation

This header message is automatically printed when the MADAR

subsystem is energized. The time, aircraft identification

number, and date reflect the last values stored in the

DCOMP. __ne "STBY" indicates the automatic mode is in stand-

by condition.
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Table 4

Line (,S)

3-4

6-7

8

9-10

t1-12

13-17

18

19-2o

2 t-22

23

Table 5 - Interpretation of POU Record (Cont)

Message Interpretation

As part of the routine MADAR preflight check, the operator

depresses the POU BITE pushbutton and receives a printout
of all characters.

This simulates a fault found within the DRU. The operator

enters (via the keyboard) the faulty LRU number for record

and de-energizes the MADAR system to permit replacement.

The number 9007029 is composed of: "90" - tag numbers to

report an LRU failure, "07" - MADAR system identification

number (See Table 3), and "029" - identification number of

faulty LRU.
o

NADAR is again energized (See I-2).

The replacement message for DRU is entered by keyset. The

number "92" is used to report LRU replacement.

Line 9 is a keyset request to correct the date. The number

"5" is a command to initialize date whereas "011070" is the

desired date. Line 10 is the header reprinted as an acknowl-

edgement.

Line 11 is a keyset request to correct the time. The number

"6" is a command to initialize time whereas "1027" is the

desired time. Line 12 is command acknowledgement.

Line 13 is a keyset request for printout of the DCOMP-stored

MDR header message. The number "1000100" is the command

entry code for this output. Lines I_-17 represent this

header message. Lines I_-16 pertain to engine information

and line 17 provides airframe information.

This line represents a change to the airframe hours as re-

quested by the operator. The number "12" is the airframe

hours uodate command whereas the "0064A" is the desired

correction.

This is a command request to place the automatic mode in

"operate" by choice selection but is transmitted incorrectly.

Line 20 indicates error.

The mode change request is made again and acknowledged by a

new header.

An MDR failure is detected automatically. The letter "F"

indicates a failure, "07" refers to the subsystem (MADAR)

number, and "034" is the LRU number. The series '%00002"

is the status code. The status code provides supplemental
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Table 4

Line(s)

23 (Cont)

24

25

26-27

35

36-43

44-51

52

Table 5 - Interpretation of P0U Record (Cont)

.Message Interpretation

data concerning the mode of LRU failure for most automaticalIF

monitored units. The field consists of five octal numbers,

showing relationship of test point signal to test limit for

each test made on a LRU. Up to fifteen such tests may be

reported for a given LRU. When no test is made, or the

signal value is below test limit, a 'zero' is placed at the

right of the field; a 'one' is placed at the right for a

signal value above test limit. For the next individual test,

the binary field is shifted left, and a 'zero' or 'one' entry

is made for the next test. At the end of the LRU test, the

complete status code is available for printout in octal for-

mat (00000 to 77777) and, with supplementary information as

to significance of each test, may be used in ground mainten-

ance for troubleshooting a removed unit.

The operator looks up the LRU number in film and acknowledges.

The number "70" is the command entry for acknowledgement of
LRU failure.

Indicated failure was corrected by closing the MDR cover

and a recovery message is printed. The letter "R" signifies

recovery.

Periodic (every five minutes) time mark-header messages

printout automatically. This periodic printout insures that

the tape (regardless of length) can be related to a specific

aircraft in the event that several aircraft tapes are returned

to a central maintenance facility.

Takeoff event message.

Periodic time mark-header messages indicate no operator or

test events on MADAR. (See 26-27)

Thirty minutes after takeoff, a reminder to test engine

health is printed, referring to a specific film pac frame
address for further instructions.

The flight engineer shuts off bleed air on the affected

engine, transmits a request to test by CHOICE, and reads a

diagnosis. The number "20000" is the command request and

the "I" selects engine number I.

Similar operations and responses are obtained for engine #2.

Periodic time mark - header message. (See 26-27)
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Table 4

Line(s)

53-6o

61-68

69

70-72

73-75

76

77

78

79-80

81-83

84-90

91-92

Table 5 - Interpretation of POU Record (Cont)

Message Interpretation

Similar operations and responses are obtained for engine #3,

with one time mark header occurring in the operation.

Similar operations and responses are obtained for engine #4,

concluding the engine health test.

A multlmode radar failure report is obtained from the auto-

matic subsystem. The number "09" is the multimode subsystem

number (See Table 3).

Using the DRU, the failure report is acknowledged, the

specific LRU fault is diagnosed by film pac and transmitted

by CHOICE, and the specific fault is acknowledged by another

CHOICE message.

A periodic time mark-header message (See 26-27) is followed

by a poweT transient, resulting in a new header.

An electrical subsystem failure is detected by film pac

aided diagnosis.

Periodic time mark-header message.

Acknowledgement for electrical subsystem failure is obtained

from film frame choice. The number "03" is the secondary

power subsystem number (See Table 5) which includes the

electrical subsystem.

An automatic flight control failure is detected by the auto-

matic subsystem, looked up in DEU film pac, and acknowledged.

Periodic time mark-header messages indicate no operator or

test inputs on _DAR.

A series of failures and recoveries is detected automatically

in the communications subsystem.

The LRU that failed and recovered in lines 84-90 apparently

has an intermittent problem. To prevent this from cluttering

the P0U record for the duration of the flight, the flight

engineer suppresses additional nusiance printouts by the "94"

entry command followed by the subsystem number (_0) and the

LRU number (075).

Periodic time mark-header messages.

A rough landing with one big bounce is recorded.
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Table 5 - Interpretation of POU Record (Cont)

Table 4

Line(s ) Message Interpretation

98

99-1o5

lO6

lO7

After landing, the flight engineer requests a summary of

the LRU's that have failed during flight. This is accomplish-

ed by depressing the "LRU STATUS CHECK" pushbutton on the

C/8U. At this time, the flight engineer would probably

depress the MADAR status annunciator pushbutton and call-up

the YADAR shut-down procedure.

The numbers of the failed LHU's are printed. The letters

"ZZZ" indicate end of summary.

Periodic time mark-header message.

The flight engineer requests a listing of those LRU's that

have been suppressed (See 91-92). mhe command entry "1000010"

is keyset into the C/SU to accomplish this task. Instructions

appear in the shut-down procedure.

108-110

111-112

113-114

The suppressed LRU number is printed together with "ZZZ" to

indicate end of list.

The flight engineer requests that a tape mark be placed on

the magnetic tape record. This is accomplished by a choice

selection and is acknowledged by the printout "END FILE".

The flight engineer requests by choice selection that the

mode be changed from operate condition to standby condition

in preparation for next flight (See _-2). This request is

acknowledged by the header message appearing on line 114.

Conclusion

This paper has described the hardware design of the Lockheed air-

borne manual/automatic malfunction detection system called MADAR and the

adaptation program now in process to apply it to our C-5 aircraft. _he

laboratory development tests are progressing well and nearly 200 flight

test hours were accomplished while monitoring selected C-5 avionics

systems on a C-141 test bed aircraft. Approximately fifty hours of

tests on the C-5 have been completed.

MADAR is functional on the engine test stand and has detected a

failure 30 minutes before it became apparent to the test crew.

The results to date indicate that the NADAR hardware design is

sound and its application to the C-5 is reasonable. There is every

expectation that MADAR will fully perform its intended function and

substantially contribute to a new standard of maintainability and

operational availability of the C-5 aircraft.

219



TECHNOLOGY PROBLEMS ASSOCIATED WITH LARGE SOLAR ARRAYS

FOR

LONG DURATION SPACE MISSIONS

by

J. E. Boretz, Sr. Staff Engineer*

TRW Systems Group

Redondo Beach, California

Abstract

The use of solar arrays as an electric power source for Earth o_bit-

al applications and planetary exploration has become routine. Previously

considered only for power levels up to 1 KW , spacecraft are currently
e

being developed and future missions are being planned which would utilize

solar array power systems up to 50 KW and beyond. In addition, as these

missions are identified, the program _bjectives, modes of operation, and

scientific payloads constantly approach a much higher level of sophisti-

cation. Inevitably this leads to an assessment of the cost effectiveness

of the approach. Invariably, it is found that long duration operation is

desired. In interplanetary travel it is axiomatic that so-called mini-

mum energy trajectories take longer. Similarly, in-Earth-orbit missions

will ultimately result in more complex activities and payloads, necessi-

tating extended periods of operation. Finally, if the benefits to be

derived from the initial Apollo lunar landings are to be economically

exploited, it will eventually become mandatory to develop lunar bases

capable of long duration operation.

Despite the comparatively advanced state-of-development of solar

arrays, many technological problems remain to be solved if mission dura-

tions of five years and greater are to be achieved. This paper identi-

fies several significant problem areas related to the design of cellstacks

for long duration operation. These include solar cell selection criteria,

improved solar cell performance, and reduced degradation from charged

particle radiation. This paper discusses the various approaches being

taken by both Government and industry. These include improved materials,

manufacturing techniques, and thermal control techniques. The emphasis

in all these areas is on reduced weight, cost, and stowage volume, as

well as increased reliability and extended operating life.

*Senior Staff Engineer - Electric Systems Laboratory, Space Vehicles
Division
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Int roduc tion

In assessing the various factors affecting the use of large solar

arrays for various long duration space applications one is initially con-

fronted with an overwhelming set of parameters. This evaluation is fur-

ther compounded by the various technical disciplines involved. Finally,

the various performance, design, and operational criteria are so intima-

tely interdependent, that a detailed systems engineering approach is re-

quired to arrive at the most system effective solution. Therefore, per-

haps the major technological problem confronting both Government and in-

dustry today, is to develop an all encompassing, standardized, metha_-

ology for solar array design. The need for the generation of such

analytical model is long overdue.

Therefore, this paper, in addressing itself to the technological

problems associated with long duration solar array operations in space,

reflects only the limited perspectives existing today. As such, its

main emphasis is upon identifying the challenges confronting the solar

array designer rather than providing specific solutions. However, the

current technical approaches being taken are outlined and their effec-

tiveness in enhancing the technology readiness of solar array systems is
discussed.

Design Constraints

The major factors affecting solar array performance and design are

the environmental criteria (reference i) and the operational modes.

For long duration space operations, the impact of these conditions is to

reduce solar array end-of-life (EOL) performance, impose severe material

selection requirements, and introduce increased system complexity. If

the solar array power level is high, i.e. up to 50 KW , additional prob-
e

lems associated with stowage, deployment, and spacecraft interactlons

also can occur. It is important, therefore to recognize the unique mis-

sion dependency of each solar array design. However, if one limits one-

self to the basic elements comprising a solar array system, namely; the

cellstack, substrate, and power distribution system, then many regions

of technological commonality can be identified.

The discussion in this paper is constrained to a review of only

those technology problems related to the performance and design of the

cellstack, substrate, and related power distribution elements.

Solar Array Performance Considerations

There are various factors which affect solar array performance.

These can generally be classified into two groups. These are:

• time independent factors

• time dependent factors
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The first group are independent of mission duration. They are pri-

marily a function of the basic cellstack electrical characteristics,

array design and manufacturing techniques, and operational criteria.

They are initially determined by experimental evaluation and an analyti-

cal assessment of the impact of the spacecraft operating constraints.

The latter requires a detailed thermal analysis to establish actual solar

cell conversion efficiencies, an assessment of array orientation accuracy,

and shadowing losses. The resulting array performance determined from

applying these factors, is usually referred to as the beginning-of-life

(BOL) power output.

The second group are intimately related to the space environment

and the elapsed mission time. In order to assess the impact of these

factors on solar cell performance degradation, a priori knowledge of

this space environment is required.

All these factors must also be evaluated. Taken together with the

time-independent factors, they establish the achieveable EOL power-to-

area ratio. The relationship used to determine the power-to-area ratio

from these factors can be simply expressed as:

ii i l so lo = np q n q qtc uv mm_- c m o _REG nRAD q q qCONV, f(T) f(AU)

These factors are defined in Figure i. The solar intensity, ISO L

will vary inversely as the square of the distance from the sun. At i AU

and AMO, its value is estimated at 139.6 mw/cm 2. Typical electrical per-

formance characteristics for some commonly used N+ on P silicon solar

cells at 28°C is shown in Figure 2. It should be noted that higher vol-

tages and maximum optimum power are obtained with the lower base resisti-

vity (2 ohm-cm.) cells. However, for both the 2 ohm-cm, and i0 ohm-cm.

cells, as thickness of the cell is increased, the output of the cells in-

crease. Thus for a given base resistivity cell, the greater the thick-

ness, the higher the cell conversion efficiency (qCONV). This can be seen

from the data plotted in Figure 3. However, since it is a high power-to-

weight ratio that is desired, rather than high conversion efficiency per

se, the thinner silicon cell is to be preferred. This is also shown in

figure 3, where for a constant cover glass thickness of 6 MILS, a 2 ohm-

cm., i0 MIL silicon cell with _mefficiency of 11.1% has a power-to-weight

ratio of 200 W/Kg (_75 W/ib). A 6 MIL cell with similar characteristics

and an efficiency of 10.1%, however, has a power-to-weight ratio of 275

W/Kg (_i00 W/ib). Furthermore, if CdS thin films are considered, even

higher specific powers (up to 375 W/Kg) are projected for conversion ef-

ficiencies as low as 3.5%. In both instances, however, technology prob-

lems may preclude the use of these higher power-to-weight ratio cells.
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For example, the cost of the 2 ohm-cm, 4 MIL silicon cells is con-

siderably higher than that for i0 ohm-cm, 8 MIL cells. If a conserva-

tive price differential of $4/celi is assumed and recognizing that ap-

proximately 15000 to 20,000 cells/KW are required depending upon the

cell efficiency, a cost penalty of $60,000 to $80,000 per kilowatt re-

suits. Decreased handling durability and lower availability further

mitigate against use of the thinner cells at this time.

The current status of cadmium sulfide (CdS) thin film cells is re-

ported in Reference 2. Despite intense development efforts over the

last few years, the CdS thin film cell is still plagued by many develop-

ment problems. These include low performance due to inability to con-

trol reproducibility techniques, instabilities due to thermal cycling,

and degradation in performance due to humidity effects, and thermal vacuum

storage at 100°C. Until these foregoing technology problems have been

resolved, the CdS thin film cells cannot be recommended for use at this

time. However, the long range potential for reduced cost and high power

density justify sustained development effort in this area.

The impact of temperature on cell electrical performance, is another

major factor affecting the solar array power-to-area ratio. As the cell

equilibrium temperature increases from a nominal 28°C to values approach-

ing 60°C for earth orbiting applications, (Figure 4) and 95°C for lunar

surface applications (Figure 5), a marked decrease in cell conversion

efficiency (nCONV), occurs (Figure 6). The net effect is that the array
must be sized based upon the reduced power-to-area ratio resulting from

the peak array equilibrium temperature. In some instances, time orient-

ed load profile matching can be utilized to minimize the impact of this

performance degradation factor on the array design. In addition, because

of albedo effects, solar arrays for low altitude earth orbital missions

and lunar surface applications result in higher equilibrium temperatures

than for synchronous orbit and away from the sun (greater than IAU) inter-

planetary flights.

For long duration operation the deliterious effects of the space ra-

diation environment presents an even greater technology problem than that

associated with temperature. Despite the fact that array performance

degradation at BOL is significantly affected by array equilibrium tem-

perature, the magnitude of this effect can be fairly accurately predic-

ted. In addition, experimental confirmation of this effect can be fairly

easily obtained in the laboratory. The space radiation environment, on

the other hand, represents a region of high uncertainty. The radiation

environment encountered in space consists of charged particle radiation

and the solar illumination intensity. The charged particle radiation is

composed of galatic cosmic rays, solar-protons and electrons. While the

galactic radiation maintains a relatively constant level with time, the

charged particle radiation rises occasionaly by several orders of magni-

tude during solar flare disturbances. Normally, this solar flare acti

vity is directly related to sunspot quantity. Figure 7 depicts the num-
ber of sunspots observed or predicted for three ll-year solar cycles. It

should be noted that for missions occuring in the 1971 to 1976 time period
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a minimum of solar flare activity is anticipated. Missions conducted

during the 1976 to 1981 time period may encounter maximum activity. To

assess the impact of charged particle degradation on solar array per-

formance the integrated flux must be determined on a statistical basis

from space environmental data of the type available in Reference i.

The solar spectrum also varies and is considered to follow that of

Johnson for AMO and 1.0AU (Reference i). During periods of high solar

activity, the x-ray flux may increase by i or 2 orders of magnitude.

Generall_, its value is in the 10 -8 to i0-II w/cm 2 range in the region
from 100A to 2A respectively. This together with the ultra-violet por-

tion of the solar spectrum will contribute to solar array performance

degradation.

The meteroid flux and the resultant impact on solar array perfor-

mance is even more difficult to predict than charged particle radiation

effects. The flux can vary widely and erratically as a function of

time due to sporadic showers, and its particle sizes, distribution, and

velocities can only be evaluated on a statistical basis at best. In

addition, secondary ejecta caused by micrometeoroid impacts can result

in additional array performance degradation. Also, the actual effect of

a strike on a cell or a string of cells is subject to wide variations.

Fortunately, experience to date with orbital, interplanetary, and lunar

surface spacecraft has not substantiated the degradation values predic-

ted by analytical estimates. However, as solar array areas increase for

higher power requirements and mission durations are extended up to ten

years, the probability of greater potential damage will be ever present.

Despite the uncertainties associated with the evaluation of the

various degradation factors outlined above, the feasibility of using

large solar arrays for long duration missions is not in question. Con-

servative assumptions and judiciously selected component trade-offs can

assure a high probability of meeting solar array EOL requirements. Ra-

ther, the challenge lies in identifying problems and providing solutions

to those technology areas which would result in major reductions in ar-

ray weight and cost, and in increased reliability.

Solar Array Cellstack Considerations

The theory of the photovoltaic energy conversion process has receiv-

ed increasing attention during the last two decades. The highly succes-

sful application of solar arrays for spacecraft power systems has been one

of the major factors in accelerating this interest. A fairly recent re-

view of the various theories devised to analyze this process and a dis-

cussion of the experimental efforts engaged in to confirm these analyses

is given in Reference 3. A short summary of the state-of-the-art of var-

ious solar cells is given in References 2, 4, and 5.

The solar array cellstack consists of various components and mater-

ials needed to generate the electric power required and to assure
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satisfactory operation in the hostile space environment. Typical silicon

cell and CdS thin film solar cellstacks are shown in Figure 8 and 9 re-

spectively. In selecting a particular cellstack for a given mission en-

vironment and life, the following key elements must be considered:

• Solar cell type, thickness, and base resistivity

• Cover glass material and thickness

• Cover glass to cell adhesive

• Cell interconnect design, material, and thickness

• Solar cell to substrate adhesive

• Main power cabling configuration and material

The critical selection criteria and tradeoff rationale for specify-

ing the requirements for these cellstack elements is fairly well estab-

lished. However, as array power levels are increased and mission dura-

tions are extended, optimization of these elements from a weight, cost,

life and reliability standpoint becomes more complex. A detailed dis-

cussion of this optimization process is beyond the scope of this paper.

However, as a few of the more significant technology problems confronting

solar array designers are discussed, their relationship to the tradeoff

process will be outlined.

Solar Cell Performance Related Criteria

For large area arrays, the cadmium sulfide (CdS) solar cell (Figure

9) has the potential for reducing array weight and cost. It also shows

promise for increasing array stowage efficiency and reducing electrical

degradation caused by charged particle radiation (Figure i0). However,

the relatively low cell conversion efficiency (3 to 5%), present opera-

tional stability problems in the space environment, and other factors

outlined in Reference 2, preclude the selection of these cells for near-

term missions (up to 1975).

The 2 cm. x 2 cm., N-on-P, single crystal silicon cell is currently

the preferred type. Production quantities are also available in larger

sizes (3 x 3 and 2 x 6 cm.). Cost per unit area generally decreases

with cell area. Limited operational experience, possible increased han-

dling costs due to breakage, and thermal differential expansion difficul-

ties due to increased length have limited the use of these larger cells.

However, as solar array areas approach 5000 ft.2 and larger, the use of

the 2 x 6 cm. cell will become increasingly more desirable. Therefore,

it behooves both Government and industry to resolve the current tech-

nological problems limiting their use at this time. This includes re-

duced production and handling costs, and improved adhesives, interconnects,

and substrate materials to minimize temperature induced design problems

and to increase array reliability.
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Silicon cell base-resistivity can usually be optimized by selecting

for a specific mission, the value that results in the higher EOL power.

The standard i0 ohm-cm, cell has a somewhat higher charged particle de-

gradation resistance than do 2 ohm-cm, cells. The latter, however, pro-

vide the higher output power initially. For long duration missions, de-

pending upon the total integrated flux, the initial higher output of the

2 ohm-cm, cells may be outweighed by the higher radiation resistance of

the i0 ohm-cm, cell. However, on missions where the total equivalent

1 Mev e/cm 2 fluence levels are estimated to be low (<1015 e/cm 2) the 2

ohm-cm, cell may still be preferred (Figure ii).

There are other parameters which must also be taken into account be-

fore a final solar cell selection is made with respect to charged parti-

cle radiation degradation. These include cell thickness and cover slide

thickness. For example, at BOL and to fluence levels of 1014 e/cm 2 (i

MEV equivalent), cell output power increases as cell thickness is increas-

ed (Figures ii, 12, and 13), up to about 0.016 inch. This is due to a

characteristic of the photovoltaic energy conversion process. In the

thicker material, the electron-hole pairs generated in the bulk material

away from the junction, have a greater diffusion length to allow the min-

ority carrier to reach the junction. This results in a higher power out-

put. As the level of the charged particle irradiation is increased, the

effective diffusion length decreases. The net result is that electron-

hole pairs generated far from the junction will generally recombine be-

fore the minority carrier reaches the junction. Consequently, thin cells

which initially have a lower output than thicker ones, eventually have

the same output as can be seen on Figure 14.

The impact of increased cover glass thickness is to reduce the ef-

fective radiation level on the cell. This is shown in Figure 15 for both

solar flare proton and trapped electron irradiation. Data presented in

Reference 6 on the ATS-I at AMO seems to indicate that beyond a thickness

of 0.006 inch, the benefits achieved in reduced solar cell radiation de-

gradation may be offset by other performance degrading factors (Figures

16 and 17) such as reduced illumination. This has not been borne out by

previous experiments (Reference 7 and 8) conducted at AMI as shown on

Figure 18. Thus, at this time, it cannot be stated with certainty that

EOL power output from each cell will increase with increasing cover glass
thickness.

From the foregoing, it is evident that the selection of the optimum

cell and cover glass thicknesses is not straight forward. They are high-

ly mission dependent and quite sensitive to the dictates of the criteria

used to arrive at the figure of merit for the overall solar array. Such

factors as power density, cost, weight, volume, and reliability also en-

ter heavily into the decision making process.
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Solar Cell Material Considerations

In addition to establishing the criteria for the desired solar cell

performance characteristics, it is equally important to select the pro-

per materials for the elements comprising the cellstack. Not only must

they be compatible with the imposed environments, but they must also de-

monstrate lon_ life and high reliability. Some of the more significant
considerations are as follows.

Cell Contacts

Recent investigations (Reference 9) have found that solderless cells

having titanium-silver (Ti Ag) contacts shown severe degradation when

subjected to a combination of high temperature and humidity. They have

also indicated that completely solder covered cells exhibit insignificant

degradation as a result of such exposure. Conventional solder covered

cells are obtained by dipping the cells into solder. This results in

unnecessarily heavy cells with a solder thickness of 39_m(0.0015 inch).

The so-called "dip and sling" method has been developed to overcome this

problem. Increased cell wetting (up to 96%) and reduced solder thick-

nesses results. Another approach, developed by Helitek employs a tin

coating (95% Sn/5% Ag) of approximately 2_m thickness on the back surface

and 8_m on the front contact areas. The weight penalty in this case was

only 4% of that for conventional solder dipped cells but the temperature/

humidity degradation resistance was equivalent. These techniques and

other newly developed proprietary processes have eliminated this problem

without incurring the earlier weight penalties.

Cover Slides

Cover slides perform three functions on solar array cellstacks:

• Shield cell from excessive charged particle degradation

• Protect cell from micrometeorite damage

• Reduce cell maximum operating temperature

The basic material selection criteria for cover slides are:

Q Must not darken substantially when subjected to the space
radiation environment

Should possess a high infared emmittance

Reasonable cost

There are two materials which will meet these requirements. They
are Dow Corning Microsheet No. 0211 and Fused Silica No. 7940. The

advantage of the former over the latter is its lower cost. The disad-

vantage is its greater transmittance loss under x-ray exposure. There-

fore, fused silica, due to its long term stability in the space environ-

ment is recormnended for long duration missions. There still is a
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potential technology problem associated with their use. Cover slides

are normally coated with interference filters. The outboard side may

contain an _nti-reflective filter of MgF 2. Laboratory tests have shown

that MgF2 will deteriorate under low energy proton bombardments causing
substantial transmittance losses. The mechanism causing the deteriora-

tion is pr6sently not fully understood. However, data from spacecraft

in orbits with relatively high low-energy proton fluences have not yet

confirmed the laboratory results. Hence, this phenomenon should be in-

vestigated further to determine its possible impact on future long dur-

ation misgions.

The reflective filter is normally located on the cell side of the

cover slide. It provides protection for the cell-to-glass adhesive.

Two basic types of ultraviolet reflective filters are available; blue
and blue-red. Blue-red filters can reduce the array temperature by an

estimated 5°C. However, due to a relatively lower transmission effici-

ency, an overall reduction in power output of approximately 3% results.

Due to this factor and their higher cost, the blue filter is normally

utilized. Their main function is to prevent severe ultraviolet degrada-

tion of _he cell-to-glass adhesive. A filter cutoff wavelength of 0.410

micron results in a 3% greater power output than one with a 0.435 micron

cutoff. Since the effect of the lower cutoff filter on adhesive degrada-

tion is considered negligible, a blue reflective filter with a cutoff

wavelength of 0.410 micron is usually recommended. Continued research

in this ares is recommended, however, since considerable performance

gains may be achieved by improvements with this component. Also, addi-

tional experimental data is desirable to assure satisfactory operation

for longe_ durations (up to I0 years).

Glass-to-Cell Adhesives

Adhesives for bonding cover slides to solar cells are predominately

organic, high polymeric materials. The basic polymer resins are modi-

fied by the control of the molecular weight, degree of cross-linking,

and the incorporation of additives to improve specific properties.

Changes in the chemical balance of the adhesive can lead to significant

modifications to its physical properties. In the case of optical ad-
hesives these can result in adverse effects to the adhesive refractive

index or spectral transmittance, thus lowering the solar cell performance.

Adhesives of principal interest are epoxies and silicones. They

have demonstrated superior ability to withstand ionizing radiation for

long periods without any significant change to structural properties or

optical transmittance. The most commonly used are the silicones, with

GE/RTV602 and Dow Corning Sylgard 182 or XRG-3489 preferred.

The photochemical decomposition of these adhesives result in degra-

dation of their optical properties, such as adhesive darkening and in-

creased solar absorptance. Because the recommended silicones are
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capable of distributing absorbed ultraviolet photon energy along its

polymer chain, the degradation of optical properties are minimized.

Laboratory tests have shown that Dow Corning's XRG-3489 (a highly puri-

fied version of Sylgard 182), has the least coloration due to ultraviolet

and charged particle irradiation. Data from satellite experiments have

confirmed these results for time-integrated fluxes corresponding to 3 to

5 years at synchronous orbits. Thus, DC/XRG-3489 is currently considered
the best selection for long duration missions.

Cell-to-Cell Interconnect Desisn

Minimum cost consistent with reliable performance dictates the choice

of solar cell material. Candidate materials include copper, silver, ko-

var, and molybdenum. The materials are listed in order of increasing

cost (material plus fabrication). Typical properties of some of these

materials are shown in Table i. Thermal expansion matching between the

interconnect material and the silicon cell is an important consideration.

However, the major technological problem confronting solar array designers

for long duration missions, is that created by thermal cycling. This en-

vironmental phenomenon causes solder fatigue at the joint between the

interconnect and the silicon cell. The solder having a higher coefficient

of expansion than silicon is subjected to repeated tensile stresses dur-

ing low temperature excursions. The results in fatigue induced micro-

cracks in the solder which ultimately propagate into the silicon cell.

Ultimately, separation between the materials occurs. This can cause a

reduction in array power when the failures per cell exceed the built in

redundancy. Since for many long duration missions a large number of tem-

perature cycles may occur, it is most important that intercell connections

be capable of surviving this effect.

It is recognized that the initiation of cracks can be used as an

indice of eventual failure. Thus, the number of cracks observed can

serve as a useful failure rate indicator. Tests at TRW Systems have

shown that there is a general relationship between lower temperature

limit, number of cycles, and the relative amount of cracks in the joint

(Figure 19). It can be seen that a relatively small increase in the

lower temperature limit will permit a large increase in the number of

cycles for a given level of cracks. Thus, improved thermal control of

solar arrays to increase the lower temperature limit can greatly in-

crease array operating life.

The number of failed joints also varied greatly with the intercon-

nect material used (85% for copper, 7% for Kovar, and no failures for

molybdenum after i00 cycles to -175°C). There was also a significant

correlation between failure rate and temperature differential. Another

observation during this test evaluation showed that it is very important

to have oxide free surfaces which are to be joined by soldering to assure

good joints. It was also established that proper interconnect plating

is important. However, temperature shock rate was not found to be cri-

tical for the designs considered.
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Specimens tested included those in a freely suspended state as well

as those bonded to metallic substrates with silicone adhesives. The bond-

ed specimens using 0.003 inch thick material resulted in the highest fail-
ure rate. The differential contraction between the modules and the sub-

strate was the main factor, but material thickness was also critical.

Figure 20 shows that the percentage of failures, after 300 thermal cycles,

rapidly decreases with reduced interconnector material thickness. This

was attributed to the probability that the stress level in the 40-60,

lead/tin solder was considerable reduced during low temperature excur-

sions by the greater flexibility of the thinner materials. It was esti-

mated that a stress reduction of 5% can reduce the number of failures by

a factor of 5. Variations in the solder composition could also have a

major effect on fatigue life and further investigations in this area is

recommended.

The tests confirmed that a U-shaped, Kovar interconnector, 0.001

inch thick can withstand 300 temperature cycles from 60°C to--162°C with

only 0.7% of the joints separating. A 70% reduction of the stress in the

solder joint can be achieved if the -162°C lower temperature limit could

be raised to -I150C. For an equal number of temperature cycles (i.e. 300),

the number of failures would then be reduced by several orders of magni-

tude. This can be seen in Figure 21 which shows the percent of cracks

as a function of the average stress-to-failure, for a range of standard

deviations of fatigue strengths for solder. The range of standard de-

viations shown brackets the range normally experienced in practice. If,

on the other hand one assumes the percentage of open joints to be con-

stant, several orders of magnitude increase in the number of allowable

temperature cycles should result.

Solar Cell to Substrate Adhesive

The selection of the solar cell to substrate adhesive should be

made when the actual substrate structure has been defined. There are

a wide variety of suitable adhesives available. For bonding to aluminum

face sheets, GE/RTV-511 or 577 is typical. To satisfactorily bond to

Kapton, G.E./SMBD 745 flexible epoxy adhesive is recommended. Adhesive

thickness and bonding pattern should be established by pull tests conduct-

ed for the particular environmental levels associated with the particular

mission.

Main Power Cabling

The selection of main power cabling design is intimately related to

solar array power and voltage levels, as well as required stowage and de-

ployment techniques. Material selection should be based upon optimiza-

tion with respect to the following parameters:

• Electrical Conductivity

• Weight

• Solderability
• Environment

• Thermal Conductivity

• Manufacturing Complexity

• Tensile Strength
• Cold Flow Characteristics and

Flexibility
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Table 2 summarizes several of these parameters for several candidate bus

materials. A column indicating a relative weight multiplier for the

various materials as compared to copper is included. While aluminum

looks attractive, its high coefficient of thermal expansion is not too

compatible with large thermal cycling excursions. Copper still remains

the most satisfactory alternative.

Designing the main power conductor for constant current-density

power transfer results in the lightest weight regardless of allowable

power loss or operating voltage (Reference i0). Figure 22 is a sche-

matic representation of one wing of a multi-winged spacecraft. Each

wing consists of several identical electrical sections interconnected in

parallel to deliver a specified array power and voltage. For a constant

current density cable:

Total Wing Power Loss = K I

Total Wing Conductor Mass =

Where,

K I = 0L(_) 2

A I

2 P 2
K 2 = oDL (V)

N(N+I) (2)

K N2 (N+I) 2 (3)
W

(4)

Total wing power loss in watts (5)

And,

P = Individual section power (constant)

V = Array operating voltage

&V = Voltage drop between each section & the spacecraft
N = Number of sections

L = Conductor length between sections (constant)
A Conductor cross-section, (in-)

0 = Material resistivity (uohm - cm)

Conductor geometry (i.e., conventional wire or flat strap) selection

is based upon the specific solar array structural design and deployment

concept being used. The flat strap type is preferred for large area

solar arrays since it is compatible with both rigid and flexible designs.

It also has the potential for optimization with respect to weight, stow-

age efficiency, launch survivability, reliability, and cost.

Solar Cell Design Considerations

There are many solar cell design techniques that can markedly ef-

fect array performance, life, and reliability. A few significant tech-

nology areas are discussed below.
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Magnetic Fields

A major consideration during the period of design when the arrange-

ment of series strings on the substrate is being established is that of

minimizing the magnetic field caused by uncompensated current paths on

the array. Both the arrangement of series strings and the location of

the main power cabling must make maximum use of current counterflow

loops. In this way, magnetic interference from the array circuit can

be reduced to negligible levels (approximately I pico tesla).

Array Output Prediction

Solar array output calculations are normally made for the nominal

output. This means that the median value of each degradation factor is

used, thus resulting in a 50% probability that the predicted output will

actually be achieved. This is done to avoid using an unnecessarily

conservative EOL performance factor-of-safety with a correspondingly

heavy design. Reference ii describes a technique by which the power out-

put at any desired probability may be determined. This technique uti-
lizes the Monte Carlo method of selecting the magnitude of the degrada-

tion factors. The performance is then calculated at the particular oper-

ating voltage being considered. Figure 23 shows a typical set of curves

(based upon a specific set of degradation factors and where K=Vop/Voc).

Data of this type can be used to determine the array output at any de-

sired probability, thus aiding materially in refining array sizing oper-

ations. TRW Systems has determined that the power output expected with

50% probability is approximately 7% higher than that anticipated at 95%

probability. Thus, an increase in array size by about 7% above the nom-

inal design, will assure a high probability that the EOL required power

can be achieved.

Low Energy Proton Protection

As additional operating experience is obtained for long duration

satellite systems, new technology problems occasionally arise. One

such case is the excessive damage caused to uncovered portions of solar

cells by low energy protons. Recent data from the ATS-I Satellite, which

has subsequently been verified by laboratory tests, have shown this to

be the case. The damage mechanism is hypothesized as having a shorting

effect on the solar cells. This has resulted in a power output degrada-

tion of 23% in one year. This was far in excess of the exposed cell area

of 0.7% which being uncovered, would be the only region where rapid ra-

diation damage would be anticipated. In the ATS-I application, the cells

used were i cm. x 2 cm., N-on-P type, with solder covered contacts. The

negative contact was along the 2 cm. side. These cells were covered
with 0.030 inch thick fused silica cover slides. Because of the standard

tolerances on the cover slide and the assembly techniques used, a 0.005

inch wide strip along the 2 cm. length remained uncovered. Preflight

degradation estimates for this condition were estimated at 2% per year.

232



The unexpected damage was attributed to low energy (E< 5 MEV) protons

which damaged the exposed cell area. It was found that at fluence levels

of 1013 p/cm 2, a shift in the characteristic current-voltage curve knee

occurred, resulting in a 25% decrease in the maximum power output. This

large drop in performance was experienced despite the fact that the exposed

area of each cell was only 0.4% (0.003 in. x 0.788 in.÷ 0.589 in_ x i00).

It was determined that satisfactory protection from this degradation mec-

hanism can be achieved by the application of a thin layer of protective

material over the exposed area.

There are several methods that can be used to eliminate the exposed

cell area. One low cost technique is to apply a thin layer of the cover

slide adhesive to the exposed areas when using cover slides with conven-

tional dimensions and tolerances. This operation can be performed to the

solar array panel after final assembly. This adhesive is acceptable

since it will not decrease transmissibility at BOL. The extent of ultra-

violet darking of the exposed adhesive at EOL has yet to be determined.

However, even if transmissibility was reduced to zero (100% darkening)

less than a 1% reduction in output power would be experienced. Further

testing is recommended to assure that the low energy proton protective

capability of this adhesive is not significantly diminished as a result

of longer duration operation.

Another approach would be to use oversize cover slides to completely

eliminate all exposed areas. This method, although very effective is con-

siderably more costly than the first approach. This results from the

tighter tolerances required and the higher reject rate to be expected be-

cause of this.

Lithium - Diffused Radiation Resistant Cells

As was previously discussed, charged particle radiation damage (Ref-

erence 12) remains one of the major factors in solar array performance

degradation. Recent research in solar cell technology has led to the de-

velopment of the lithium-diffused radiation resistant cell. These cells

have been shown to have a definite ability to recover from radiation dam-

age (Reference 13). There is, however, a considerable lack of under-

standing regarding the nature of the radiation-induced defects in lith-

ium doped silicon and the annealing process. Figure 24 shows a compari-

son between changes in the diffusion length for a lithium-doped cell and

a control cell under I-MEV electronic bombardment. Both cells were made

from the same silicon wafer. Irradiation was stopped periodically and

the cells were allowed to anneal at room temperature for the time periods

indicated. It is theorized that the damage site involves a pairing be-

tween a defect and a lithium ion. The recovery mechanism then involves

the diffusion on another lithium ion to the damage site and its pairing

with the lithium-defect complex. It has been established that the speed

and extent of recovery are strongly dependent on the amount of free or
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or unpaired lithium. There is some evidence that a cell structure which

incorporates a diffused phosphorus layer next to the junction (i.e. be-

tween lithium - diffused region and P-region) to give a three-layered

p/n/n structure, results in a cell with improved radiation resistance

without sacrificing the ability to recover. While high efficiency (13

to 14%) lithuim doped cells have been produced, on the average they ap-

pear to have lower efficiencies than comparable cells without lithium

doping. Effects of elevated temperatures and long term exposure to hard

vacuum require further investigation before these cells can be given

serious consideration.

Shadowing Effects on Solar Cells

For various missions, frequently portions of the solar array are

shaded by structural elements such as antennas, booms, or portions of the

spacecraft. Such shadows are usually time varying and of complicated

geometry. Accurate knowledge of the output losses is required for a pre-

cise determination of the actual array power output, as well as for as-

sessment of bus voltage variations, ripple, and RF noise.

Because of the electrical characteristics of solar cells, the losses

are not proportional to the projected shaded areas, but are greater.

This is due to two factors. The shadowed cells which are in series with

illuminated cells block the current flow in the entire series string.

Shadowed cells in parallel with illuminated cells shunt part of the gene-

rated current. Current flow blocking may be minimized by installing so-

called shunt-diodes across cell groups. Shunting can be reduced by divi-

ding large parallel groups into small ones and connecting each group

through a so-called blocking diode to the bus. This diode isolates

shadowed groups of cells from illuminated ones and thereby prevents shunt

current losses.

In estimating performance and designing the cellstack circuitry for

the solar array, these shadowing effects must be taken into account. The

use of mathematical models of the type outlined in Reference 14, can great-

ly simplify this complex analysis and still provide the desired accuracy

for the array output power estimate.

Solar Array System Considerations

Because the power level requirements of future spacecraft are con-

tinually increasing, considerable emphasis is being placed on the struc-

tures and mechanisms technologies needed and voltage level selection, for

large area, high power, light weight solar cell arrays. Typical of these

are some of the development activities outlined below.

Solar Array Substrate Design Criteria

The trend in photovoltaic solar arrays has been toward developing light

weight, lower cost substrate structures. Emphasis has been placed upon

increasing the power-to-weight ratio (w/ib). The folding modular and roll-

up systems are essentially two basic solar array configurations which
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appear most likely to achieve these objectives. The necessity to reduce

the substrate specific weight can best be seen on Figure 25. At higher

array power densities, the maximum allowable structure-mechanism weight

is reduced. Thus, for a selected cellstack design, an upper limit ex-

ists for array structural weight, if a desired power density is to be

achieved.

Currently several major development efforts are being carried out.

The most notable is the folding panel configuration being developed by

The Boeing Company. An array power density of 20-24 w/lb. for a nominal

50 KWe, 5000 ft 2 area system has been specified. This array uses sili-

con cells (8.6%, AMO, 55°C, i ohm-cm, 8 mil thick, 3 mil cover slides)

mounted on a rigid substrate. The substrate consists of an edge frame

and center spar made from 0.015 in. beryllium double box beams and a 0.003

in. x 0.2 in. woven fibre glass substrate. A specific weight of 21.8 w/lb.

has b_en achieved. The substrate specific weight is approximately 0.16

ib/ft_which does not include the deployment mechanism.

Other companies actively engaged in light weight solar array develop-

ment include TRW Systems, Hughes, Ryan, Fairchild-Hiller, General Electric,

and Electro-Optical Systems. EOS using electro-forming techniques is en-

deavoring to develop a 40 w/lb. rigid silicon cell array. To achieve this

high specific weight they are using 4 mil thick cells and i mil thick

cover glass. These appear to be high cost elements and somewhat beyond

the practical regime for current SOA silicon cell array fabrication tech-

niques. The other companies (with the exception of TRW Systems) are under

contract to JPL to develop a nominal I0 KW, 30 w/lb. silicon cell roll-up

array. Results to date are listed in Table 3. Details of their construc-

tion and the deployment techniques utilized are given in Reference 16.

TRW Systems has been concentrating on developing CdS thin film multi-

kilowatt arrays in conjunction with an in-house program tied to the

development of an electrically propelled interplanetary spacecraft. A

typical design for a two-wing, 2.5 KW flexible structure solar array has

achieved a specific weight of 27 w/ib, which includes the deployment mecha-

nism. In addition, under contract to NASA/MSFC they are developing fold-

up modules for lunar surface applications which show promise of achieving

specific weights up to 40 w/lb.

Rotary Joint Power Transfer Mechanism

Large area solar arrays will require rotary power transfer mechanisms

to permit roll-out type deployment and/or deployed array articulation.

There are several methods by which this may be accomplished. These are:

• rotary transformers

• spiral wound continuous cables

• slip ring assemblies
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Because of their specialized design requirements, rotating trans-

formers are not considered practical at this time. Continuous spiral

wound cables have limited life and impose an unnecessary limitation on

degree of array articulation. They also result in relatively high power

losses and overall power system weights. Slip rings appear to be the most

attractive rotary joint power transfer mechanism available today. They

combine light weight, low power losses, high reliability, and unrestrained

articulation capabilities with relatively low cost and proven performance

in the space environment.

Slip rings can be either of two types, i.e., pancake or drum, depend-

ing upon the design constraints imposed on the pancake dimensions. This

solar array component is reliable, based upon over 150 x 103 vacuum operat-

ing hours. This data is the summation of a total of 54 space flown and

laboratory tested units. Typical failure rate data is 6 failures/ring in
109 hours.

Power transfer from the array to the slip ring is accomplished through

terminal strips or connectors. The power loss through the ring assembly de-

pends upon the particular design. Typical losses are in the order of 0.25%

up to at least the i0 KW power level. There are no apparent design restric-

tions which will prohibit slip ring designs for 50 KW or higher. However,

there are several technology areas which will require further evaulation,

if required by the spacecraft requirements, due to the lack of operational

data. These are:

o use of multiple rotating joints (one for array deployment and

another for array articulation)

o transfer of power voltages higher than i00 VDC

o operation at temperatures below -10°C

A considerable amount of detailed design information is available from

Ball Brothers Research Corp. They have determined that power transfer at

voltages above 200 VDC causes creepage between circuits. Corona and/or

electrostatic discharge are additional problems associated with high oper-

ating voltages. Close consideration must be given to ring spacing_ di-

electric insulation properties of materials, material degradation effects

and the impact of increased power losses and noise. Normally, proper selec-

tion of barrier materials and increased circuit spacing are adequate to

minimize any deleterious effects. This results in a negligible weight in-

crease. If slip ring assembly envelope dimensions are not too tightly con-

strained, problems with high operating voltages can usually be eliminated.

Effective lubrication for low temperature operation is required. "Dry",

compact composites having self-lubricating properties and good electrical

conductivity are typical. These are usually metal based and contain small

percentages of polytetrafluorethylene and a dry lubricant such as niobium-

diselenide. This lubricating film transfers back and forth to heal any
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faults in the film. "Wet" films supplied by resevoirs, such as Ball

Brothers "Vac-Kote or Esso's Poly-Scientific Division Univis P-38 oil

are other lubricants commonly employed for space applications.

Space proven slip ring designs have operated for over 50,000 revo-

lutions at speeds up to 60 RPM with negligible wear (based on examina-

tion of qualification test models). However, the slip ring assembly re-

mains one of the most difficult single components of the solar array to

design for longlife and much further development effort is warranted.

Voltage Selection

Solar array weight optimization is influenced by other factors than

component mass-density. Selection of the array operating voltage and al-

lowable loss in the main power cable are two such design criteria.

The weight of arrays with shunt diodes continually decreases with

increased operating voltage. This is due to two factors. The inherent

high reliability achieved by the use of shunt diodes does not impose any

appreciable weight penalty. In addition, the required main power cabling

weight continually decreases with increased voltage. Omission of shunt

diodes causes the system to have a discrete voltage at which the total

weight is a minimum. Figure 26 shows the relationship among operating

voltage, power level, and the predicted power loss (required over design)

for this case for a reliability of 0.995. It can be seen that with a

prescribed reliability level, the required over design increases rapidly

with increased voltage. If shunt diodes are incorporated across each par-

allel cell sub-group the required over design is considerably reduced.

For example, at a reliability of 0.999999, the required over design is ap-

proximately 0.1% and independent of voltage level.

The optimum voltage range without shunt diodes is between i00 to 300

VDC. With shunt diodes the range can be increased to from 500 to i000 VDC.

The actual optimum voltage depends upon the power level and allowable main

cable losses. Above i000 VDC finite but negligible weight reduction results

with shunt diodes.

Solar arrays with shunt diodes operating at optimum voltage, are gen-

erally on the order of 10% lighter at 0.999999 reliability, than their al-

ternative with a reliability of 0.995 for a 3 year mission. Reducing the

operating voltage of a shunt diode protected array to the range for the al-

ternative results in approximate weight parity but at a somewhat higher

reliability. It is clear then that array voltage need not exceed 300 VDC

for weight optimization. However, at a given power level and mission life,

consideration of other factors such as reliability, cost effectiveness,

and circuit compatibility become important. For example, a shunt diode

protected array results in an increase in array cost. Shunt diode unit

costs (_$2), amplified by additional tooling costs and increased assembly

time reduces their desirability. The cost effectiveness of their use must
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be weighed with respect to the requirements of each specific mission. In

addition, even though total array weight decreases with increased oper-

ating voltage levels for the shunted configuration practical considerations

sometime preclude their use. Quite often the voltage level selection may

be limited by power transfer mechanism, power conditioning, or load con-
straints.

For many applications there does not appear to be any significant ad-

vantage in operating solar arrays at voltages above 300 VDC. However,

should the spacecraft load dictate the requirement (i.e.2000 to 16000 VDC

for electric thrustors and T.V. broadcast high frequency electron tubes)

then techniques must be developed to make this achieveable. In this case,

additional problems associated with interactions with the charged space

plasma and increased spacecraft torques due to the impact of the magnetic

field between the array and the plasma caused by uncompensated current

paths, must also be resolved.

CONCLUSIONS

The proven performance and reliability of solar arrays will make

them the ideal electric power system candidate for the many potential mis-

sions being considered for the next decade. Because of their potential

for high power, long duration operation, with minimum development risk,

mission planners and spacecraft designers will turn increasingly towards

their use.

The technology problems stemming from the desire to develop large,

high power level solar arrays are primarily related to achieving im-

provements in the time-independent factors of BOL performance. The

emphasis here is on increased solar cell conversion and power condition-

ing efficiency, improved manufacturing techniques and materials, and

a refined assessment of spacecraft operating modes and solar array inter-

actions. Development of light weight structures, and reliable deploy-

ment, orientation, and power transmission systems, (Reference 15) are

equally important.

The technology problems related to the quest for extended mission

duration are dominated to a large degree by the necessity of obtaining

major improvements in the time dependent degradation factors. The

development of increased radiation resistant materials is the key element

to success in this area. Improved thermal control and decreased sensi-

tivity to the range and magnitude of thermal cycling are additional fac-
tors that could enhance the reliability of long duration operation.

Finally, because of the multi-faceted aspects of solar array sys-

tems, increased emphasis must be placed on developing new analytical

and experimental tools. These must be oriented towards achievement of

major improvements in solar array design optimization techniques. Only

in this manner can the basic objectives of reduced weight and cost, and

increased reliability be achieved, to meet the future goals of long

duration operation of large solar arrays in the hostile space environ-

ment.
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Table i. Comparison of Various Candidate Solar Array
Electrical Interconnection Material Densities

and Expansion Relative to Silicon.

Mate rial

Silicon

Copper

Kovar

Molybdenum

Iridium

Platinum -Iridium

Tantalum

Aluminurn

Brass

B e ryllium

II It L

Relative

The rmal

Expansion

i

4.1

I. 18

l. ZO

i.4

1.87

1.6Z

4.6

4.9

3.5

Densit 7

ib/ft 3

151

555

521

56Z.5

1400

1335

1036

168

527

113.5

m/cc

Z. 33

8.89

8.35

i0. Z0

22.42

21.4

16.6

2.7

8.44

1.82

i
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Table 2. Summaryof Candidate Bus Material
Physical Characteristics

_'andidate
?,onductor
_aterial

]gpper
(Pure)

_opper

loy
omme_P

lilver

!

Beryllium !

_luminum

Resistivity
(_ ohm-era
at 20OC)

1.69

1.91

1.59

Density
(_/e_)

8.9h

8.94

10.49

Tensile
Strength

(Psi at 20°C)

28,000

60,000

18,000

h.20 1.85

2.66

50,000

Then_l Thermal
cExoans$on. Conductivikv i
oer_iclenL

(°c-_ x 10-6) (w/_°c)

2.70 Ii-15.5K

i6.6

17.0

19.7

12.0

23.8

3.89

3.89

3.89

i l.h7

I
!
t
I

!

2.o9

Cold
Flow

Good

IGood

IPoor

f

1
' Very

Good

, Poor

Solder-

ability

Very
Good

Good

Very

I Good

Poor

Fair
!

Normalized

Weight for
Equivalent
Power Loss

1.0

1.13

1.1

0.51

0.h8

Magnetic

No

No

No

i No

No

Company

EOS

G.E.

R yan

Fairchild-Hiller

Table 3. Comparison of Solar Array Specific

Weights from Industry

Cell

Type

N/P

N/P

N/P

N/P

Cell Thick

ness, in.

0. 004

0. 008

0. 008

0. 008

Cover

Glass

Thick-

ness, in.

0. 001

0. 003

0. 003

0. 003

Cell Performance

Characteristics

i10.1%, AMO, 55°C

8.45%, AMO, 55°C

8.55%, AMO, 55°C

9.3%, AMO, 55°C

a

Array

Specific

Weight

W/Lb

37

30

30

34
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PRACTICAL BENEFITS OF

RELIAB ILITY ANALYS IS

FOR

LONG LIFE DESIGNS

Bentley H. Russell

General Electric Company

Houston, Texas

Introduction

A full understanding of unique project characteristics is the

basis for selecting reliability analysis techniques. Long continuous

duty cycles, repetitive cycles of use, standby quiescence, and long

storage times prior to activation lead the list of Long Life Design

requirements unique to long missions. Success in meeting the challenge

of long mission durations is evidenced in programs such as Nimbus and

Tiros. To reflect this success into large manned missions requires a

systematic approach for extending the life capabilities of technologies

such as fluid mechanics (life support), high energy devices (propulsion,

power generation), and high stress mechanical devices. All these con-

siderations point to a need for failure-free operation in Long Life

Designs. This need demands excellent concepts and their thorough appli-

cation in all the engineering disciplines. Practical benefits must be

achieved from all supporting analyses. This paper examines Failure Mode

and Effect Analysis (FMEA) for its practical benefits and expresses some

thoughts for focusing the analysis on Long Life Design requirements.

Other reliability analysis techniques having practical benefits for Long

Life Designs are identified.

Reliability Requirements for Lon G Life

Perfection is impossible, but exceeding stated performance specifi-

cations can be accomplished. Much can be said about the importance of

specifications which are within theperformance envelopes of the equip-

ment. For failure-free operation, the specification can be expressed

in terms of isolating failures to certain portions of an equipment's

life cycle. A hint of this specification is contained in the "bathtub

ne_failures --D"

Failure

Rate

,!curve.

Operating Time (Age) v
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The portion of the curve called "chance failure ''I also can be referred

to as "failures with unknown causes." Experience with electronic cir-

cuits has shown that these unknown causes have measurable characteristics

which can be used as a basis for screening parts. If all parts with

unknown failure causes are successfully and continuously screened, the

"bathtub curve" becomes:

Failure IRate

\

Failure-Free

Operation

Operating Time (Age)

J
!

/
/

These considerations support the school of thought that "all failures

have a caus@'and suggest that failure-free operation is accomplished by

thorough understanding of the causes of failures and the equipment charac-

teristics that produce a signature for these causes. The Failure Mode

and Effect Analysis is the design tool that will aid in isolating these

equipment characteristics. In passing, it should be noted that this

concept of failure-free operation and the ways in which it must be

accomplished discard the constant failure rate approach and require the

application of Weibull or other multiple degree-of-freedom distribution

of failure probability.

FMEA - A Beneficial Design Aid

A FMEA is cause/effect reasoning and its documentation must be

viewed as a means of communicating this reasoning to other people.

Long Life Designs require an expansion of the reasoning process which

can be done without increasing the documentation.

An examination and expansion of the basic reasoning process are

required. FMEA, as the thinking done by the designer to evaluate each

design concept, results in a scorecard to isolate those characteristics

of the design which breed failures in the use cycle. This continuing

evaluation leads to mature design concepts which can accomplish their

function Simply, directly, and with minimum energy transfer. As mature

designs evolve from new concepts, the number of failure-breeding charac-

teristics will continually diminish. The number of these characteristics

which exist in flight equipment is related to the amount of time avail-

able to mature the design prior to flight. The FMF_A is beneficial to

the designer'as an action item list of failure causes to be eliminated

before the design is mature. Ta eliminate these causes may involve
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state-of-the-art advancement, application of new materials, or basic

invention. Since the designer is always time-constrained in implementing

these approaches, the FMEA thought process must be documented. This

documentation of the designers' thinking aids in developing work-arounds

to offset failures in the use cycle. Except for this need, the FMEA

notes of the designer would require no more documentation than his other

notes and sketches.

The failure-causing characteristics and effects of the failure

are as unique to an equipment item as its performance parameters and

physical dimensions. The effects on higher order and other systems

are a function of characteristics external to the equipment being con-

sidered. For example, if a valve has a characteristic that leads to

binding of the stem or poppet, the effect is a fixed position of the

valve regardless of the mission description. Once the binding stem and

the associated effect of fixed position have been identified by the

designer, no further FMEA of the valve is required even if the mission

changes. A very basic principle of documenting and updating FMEA's can

be established by this consideration. If complete changes in performance

and environmental requirements occur, more extensive revision of the FMEA

is required.

Dichotomy of FMEA - A Better Way

Providing work-arounds for failures not yet eliminated from the

designs requires that the designer communicate the basic information

concerning the problem to many different people. This information must

be evaluated by different persons with regard to their basic responsi-

bilities for the work-around. The systems engineer, test engineer,

checkout engineer, mission planner, flight controller, and crew member

use the information in a different context and in a specific sequence.
Each has a definite concern that his is the latest information and

reflects any late improvements or changes. However, it should be noted

that only changes in effect on function of the equipment affect the

work-around planning. Thus, the designer really needs to communicate

design changes that cause a different functional effect or eliminate a

functional effect. This over-simplifies consideration of fault isolation

and maintenance, but emphasizes that FMEA's need not be revised completely

because of configuration and design changes. Failure causes and effects

can be treated like performance characteristics and documented accordingly.

An FMEA package can be developed that is documented and procured as a

part of each hardware procurement. For each case, the scope of the FMEA

and the hardware being procured are the same. Successive combinations of

the FMEA data from each procurement occurs as the hardware is assembled.

This virtually eliminates the problem of finding someone qualified to

perform an FMEA from part failure mode to mission effect. This outlined

concept of FMEA documentation is considered to be a practical objective

for FMEA activities. It is recognized that modifying procurement pro-

cedures dictates a progressive implementation of this concept.
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Practical Benefits from FMEA in DesiGn Analysis

The benefits of FMEA in design analysis are related to evaluation

and status of the selected design concept and evolution of the design

through trade-off studies. Some consider this to be the sole applica-

tion of the FMEA. Certainly, it is the basic application and requires

special emphasis for failure-free operation of equipments. To accom-

plish this goal, the designer can isolate the characteristics or signa-

tures of known and unknown failure causes. He can thus put more emphasis

on failure mode analysis by adding these questions to his basic cause/
effect reasoning.

Is the failure cause related to design margin?

Will increased design margin increase the failure-free life of
the item?

Is the failure cause related to dimensional tolerances?

Can the manufacturing process be modified to eliminate the tolerance
buildup?

Is the failure cause related to human error in any part of the
fabrication cycle?

Is the failure cause related to environmental stresses?

Can a practical set of environmental limits preclude failure?

Is the failure cause related to parametric variations across
interfaces?

Can more specific interface control preclude the failure?

Is the failure cause related to contamination?

Can the contamination sources be identified and controlled?

Is the failure cause related to material compatibilities?

Does the failure mode warrant special testing of this component?

Other questions of this type can be used to expand the FMEA thought

process and to increase the benefits of the analysis. Benefits from

reliability analyses of other types also can be increased by this con-

stant awareness of failure-free operation as a way of life. Every

failure has a cause and we can possibly recognize the signature before
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we can understand the exact cause. Every bit of knowledge gained in

this reasoning process adds more items to the designer's action item

list. This early identification of problems also simplifies the task

of providing interim corrective action.

Practical Benefits of FMF_ in Mission Contingency Plannin_

If equipment FMEA's are documented and procured along with each

element of hardware, the data are combined in such a way that inter-

mediate leveldata are available to the mission planner for identifying

possible failures. The FMF_& benefits the planner by relieving him of

repeating cause/effect reasoning that the designer has already accom-

plished. The mission planner can then work from the top down, relating

several unique failure causes to their common effect. In most cases,

if the planner can isolate subsystem or assembly effects or failure

cause signatures, he need not concern himself with individual equipment

FMEA's. The designer has little need to repeat his analysis in total

if the changes do not add or delete effects to the equipment as a unit.

The mission planner must repeat his top-down analysis for each mission

concept. He is greatly aided in this analysis if FMEA data exists at

several assembly levels. If he must look each time at every individual

component, his FMEA thought process becomes very time consuming. Thus,

one more benefit of small "packages" of FMEA data is to free the planner

from extensive overlapping analysis. If the FMEA's are prepared during

the early design phases and maintained throughout the program, they will

provide a clear listing of risk elements in the hardware. This enables

engineering and management to concentrate on the hardware that may

endanger the program. If the danger cannot be completely removed, it

still may be possible to develop alternate procedures, warning devices,

and escape systems to minimize the failure effects. The management

system of Single Failure Point listings requires a separate discussion,

but must be considered an important control for failure-free operation.

A Summary of FMEA Basics

The FMEA is a cause/effect thought process essential to design,

system_ and functional analysis.

The FMEA data are as unique to equipment as its performance charac-
teristics.

If FMFA's are performed for individual hardware packages, the data

are available when the test engineer, mission planner, checkout engineer,

and maintenance engineer need it.

The need to revise FMZA's usually is based on changes in the upper

level system application.
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The effectiveness of the FMEA is measured by the accuracy, completeness

of coverage, the timeliness in which it is made available to its users, and

the systematic progression of thinkers from designer (equipment level) to

mission analysts (system and module level).

The FMEA aids the achievement of failure-free operation. Failure

cause signatures can be isolated to burn-in or wear-out phenomena by an

extension of the cause/effect reasoning process.

The FMEA is a qualitative analysis. Determination of numerical

assessments is also unique to each equipment level. Many of the advan-

tages of making FMEA data a part of procurement packages also hold for

assembling quantitative data.

Documentation of FMEA's should be designed to benefit the users

and avoid unnecessary revision by the designer. This also protects the

designer from predicting failure effects beyond the scope of his

visibility.

Other Reliability Analyses with Practical Benefits

The preceding discussion has dealt primarily with relating the

benefits of FMEA activities to the requirements of Long Life Design.

Similarly, other reliability analyses must receive the same progressive

application. Applying the goal of failure-free operation, and the steps

necessary to accomplish this goal, proper relative emphasis should be

given to:

Design Specification Review

Parts Selection, Screening, and Application

Environmental Acceptance Testing

Mission Equivalent Testing Under Combined Environments

Maintainability

2
In-Flight Maintenance

Failure Reporting and Corrective Action

Reliability Training

Special Handling for Critical Components
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Summary

The unique requirements of Long Life Designs require the careful

application of all engineering disciplines aimed at failure-free opera-

tion. Reliability analysis techniques can be beneficial in supporting

these disciplines. On the premise that every failure has a cause and

that signatures for the cause can be isolated, the FMEA aids the designer

in meeting his goal, as well as aiding in achieving program goals.
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INFLIGHT MAINTENANCE FOR SPACE STATIONS

By
Barnett Frumkin
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Introduction

It will take more than spectacular breakthroughs in the state of

the art to assure a high probability of success for long duration manned

space missions. The goal can best be achievedby coupling the combined

major technological advances - on all fronts - with the coordinated

efforts and ingenuity of spacecraft design engineers and planners.

Highly reliable parts applied with conservative stress levels and tested

to eliminate incipient failures will certainly augment longevity.

Testing will also make it possible to predict failure rates with greater

confidence. Judicious use of piece part redundancy may also increase

equipment llfe, but the best available forecasts indicate that these

techniques alone will not assure the high probability of success

needed for long duration missions. The system's design must permit the

crew to correct malfunctions and to restore the system to operation.

Inflight maintenance will enable space planners to make effective use

of logistic vehicles and to reduce total spare parts requirements

through interchangeabillty.

Reliability for Lon 6 Duration Missions

To determine their effectiveness, let us examine the tools and

the extent to which they can be used to assure a high degree of

reliability for long duration manned missions.

Derat ing

Electronic piece part failure rates can be reduced by operating

them at lowered stress levels. However, the penalties associated

with these lower levels must be considered in determining the point at

which further reductions become ineffective. This implies that

designers can quantify both the gains and the penalties of derating.

In general, derating extends the Mean Time Between Failure (_BF) of

parts. However, if this characteristic is to be meaningful, one must

be able to relate this improvement to some tangible factor. If a

reduced failure rate due to derating can eliminate the need for

redundancy or minimize the number of spares, thelnet weight savings of
deratlng becomes a valid measure of effectiveness.
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If we consider a typical electronic part, such as a fixed composi-

tion resistor, we find that there are derating curves available to show

the effects of reduced stress level (wattage) and reduced part ambient

temperature. Figure 1 shows such a curve. 1 To analyze the effect of

reducing the wattage ratio (operating wattage divided by rated wattage),

it will be useful to consider a typical or equivalent black box composed

of many resistors. Let us assume that we have a black box consisting of
1000 such resistors.

• _ Wattage Rat/o

- Z.2 _.o .9'.8.T.6.'5.,.3._ ._
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Part Ambient Temperatxtre, °C

Figure 1 Failures Rates (in Failures Per 10 6 Hours) For

Fixed Composition Resistors.

To compute the number of spare black boxes required3 we would need

information about the mission length and the black boxes' apportioned

reliability level. A mission time can be assumed (in this ease lO,O00
ho_rs), but apportionment is a slightly more complex matter. If we had

a mission reliability goal of, say 0.95, we would first have to consider

all the elements that made up this goal. As a first cut we could divide
it into three major elements:

Residual reliability - the contribution to mission success of

those equipments or items upon which we must rely for inherent

reliability (structure, radiators, solar panels, etc.)
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• Spares - the probability of not depleting any required spare

during the mission

• _intenance - the probability that all maintenance actions will

be performed in the allowable downtime

If, for simplicity, we assign equal values to each of the above,

our goal of not exhausting the supply of spares is the third root of

0.95, or 0.983. If the total system:has 2000 such black boxes, the

goal for one box would be the 2000th root of 0_983, or 0.99999145. That

is, the probability that we do not deplete required spares for one

black box would be approximately 0.99999, which is quite high. If we

had a smaller system, say of only 170 black boxes, our goal for one

black box would be 0.9999. The number of spares required are a function

of the number of terms in the cumulative Poisson equation:

-Kn At _ (Kn _t) j

R= e j=O j !

where e = base of the Napierian logrithm, 2.718...

n = number of parts in black box (lO00, in our example)

= failure rate of piece part, failure per 106 hours

t = operating hours (lO,O00)

R = reliability

K = environmental factor (10)

m = number of spares required for reliability goal R

(A convenient technique for computing the required number of spares

is shown in the Appendix)

Table i shows the number of spares for our black box _xample for

various levels of derating for a constant temperature (60 ° C), for both

the 0.9999 and the 0.99999 reliability goals.

Table I

Sl_ares vs Deratin 6 Ratio

Deratlng Expected Spares Spares
Eatlo Failure (0.9999_ (0.99999_

1.0 8.0 20 22

0.9 5.3 15 17

0.8 3.6 12 14

0.7 2.3 9-5 ii

0.6 L5 7.5 9

0.5 i.o 6 7

0.4 0.68 5 6

0.3 0.45 h 5

0.2 0.35 3.5 4.5

o.I 0.35 3.5 4.5
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In Figure 2, which presents spares versus derating curves, the

0.9999 reliability curve shows that spares are reduced from 20 to 6,

when the operating-to-rated wattage ratio is derated by 50 percent
(1.O to 0.5).

24
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10

8

0

4

2

0
1.0

Fixed ComposiUou Resistors
N : 1000

Temp : 00°C

0.99999

0.9999

I i i !
.9 .8 .7 .6 .5 .4 .3 .2 .1

Derating Factor

Figure 2 Spares vs Deratlng Ratio

An additional 50-percent derating (0.5 to 0.25) reduces spares

from 6 to 3.75. Although Figure 2 is only a plot of Table I it is

interesting to note the decreasing slope of the curves at lower derating
factors.

If we consider spares and operating equipment, we find that the

first 50-percent derating reduces equipment from 21 to 7, a 67-percent

decrease. The second deratlng results in only a 32-percent reduction.

The first derating is manifestly much more effective. However, the sec-
ond can be worthwhile - depending upon the penalty paid for deratlng.

Although derating Is usually accomplished by using larger, heavier parts,

it would be worthwhile in the 1.0 to 0.5 deratlng, even if the penalty

approached a 200-percent increase in the equipment's original weight.

The derating penalty would have to be under 47 percent for the 0.5 to

0.25 deratlng to be of benefit.
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Table II shows how reduced operating temperature for the subject

parts affects the quantity of spares required. Figure 3 shows the

curves for spares versus part operating temperature. The curves show
that the number of spares required decreases as a function of reduced

stress (thermal). Parts operating temperature is reduced by improving

internal thermal paths and by decreasing the temperature of the equip-

ment cooling loop. Each method carries a weight penalty. In the first

it is the increased weight of the black box; in the second, weight is

added because larger space radiators are needed to reject heat, due to

the lower temperature gradient between coolant and space. The decision

as to how far to derate thermally depends on the penalties incurred
versus gains.

Testing

There is an oft repeated cliche / that you cannot test reliability in-

to a product: no matter how much testing you perform, it does nothing to

improve the inherent reliability of the equipment under test. Reliabil-

ity is built into a product, not tested into it. However the purpose of

testing is to screen out defective parts that may result in failures, and

if it is shown that the parts are without defects, then the equipment's

reliability has been improved.

Testing also establishes the degree of confidence in reliability

predictions and estimtes by obtaining actual failure data distributions.

These tests do nothing to improve the equipment's reliability, but they

do improve confidence in reliability estimates. Both types of testing

(screening and confidence)are required in any program where reliability

is vital. The question is, '_nat kind of and how much testing should be

incorporated in a program?" To be the most effective, a tradeoff esti-

mate of tb -__-ntential benefits of large scale test programs versus the

costs of J_ v_J programs must be made.

Redundancy

Redundancy uses alternative methods to perform a designated func-
tion. This can take the form of adding one or more continuously operat-

ing identical equipments to the basic system so that the function con-

tinues as long as at least one equipment remains operative. This is

parallel or operating redundancy. Or it can take the form of standby

equipment# ready to be connected into the system should the primary

equipment fail. This is standby redundancy.

Another technique often employed is to have a completely different

equipment or system available to perform the primary equipment's func-

tion. This is functional redundancy. Parallel or standby redundancy is

usually applied at the part and equipment level; functional redundancy

is usually applied at the system level.
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Table II

S_ares vs Temperature Deratin 6

Part Ambient Expected Spares
Temp. -Centigrade Failures (0.9999)

i00 16 31

9o 8 19

8O 4 ]2

7O 2 8.5

60 1 6

50 .5 4.3

40 .35 3.5

3O •35 3.5

20 .35 3-5

Spares
(0.99999)

35

22

14

io

7

5.3

4.5

h.5

4.5

36

32

28

Composition Resistors
N = I000

Derating = 0.5

12

0.99999

0.9999

4

I00

I

90 80

Figure 3

I I I I =
70 60 50 40 30

Degrees Centigrade

Spares vs Ambient Temperature

2O
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Let us examine the relationship between parallel redundancy and

standby redundancy in its simplest terms, at the single 3 redundant unit

level. Standby redundancy yields a greater improvement in reliability,

as shown in Figure 4, because the standby unit has a lower exposure

time to failure. It is not placed on llne until a failure has occurred,

whereas the parallel redundant unit is continuously operating.

1.0_ _,Standby

t\\\Rel {

0.5

0

Time ,--_

Figure 4 Single Unit Reliability

Another interesting characteristic is that, at some point, parallel

redundancy has a weight versus mission time curve with an increasing

slope, whereas standby redundancy has a continually decreasing slope, as

shown in Figure 5. This implies that after the parallel redundancy

curve reaches its point of inflection, further increases in mission time

incur progressively larger increases in weight.

The practical application of redundancy merits attention. Parallel

redundancy often results in a complex network of series-parallel units,

since most parts have multi-failure modes. Also, the addition of series

_and/or parallel units often change a system's operating characteristics.

Figure 6 shows the evolution of a typical parallel operating redundancy

configuration. This technique is usually confined to electronic

components at the piece part level, due to the relatively low weights
involved.
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Rel = Constant

._ Standby

Figure 5 Theoretical Redundancy Curves

A. Basic Unit

B. Quad Redundancy

C. Series Parallel Redundancy

Figure 6 Parallel Redundancy
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Standby redundancy requires switching to or changing to a standby

unit when the primary unit fails. This may be accomplished by an auto-

matic switch, a manually operated switch, or by manually replacing the
defective unit.

Automatic switching can result in difficulties in long duration

missions. The switching mechanism's reliability can often b_ the

limiting factor in the total system reliability. A redundancy require-

ment for the switching mechanism may result as shown in Figure 7.

Switches

BasicE quipment

Standby t--'--Equipment

Figure 7 Automatic Stan_y.

Manual switching is usually more reliable than automatic switching.

But this is contingent upon marts' availability and the designed

laccessibility of the switch. Again, if man is there, and the unit itself

is accessible, the replacement of the defective unit is a practical

alternative. Such a system, designed to be maintained by the crew, is

relatively simple. It consists of the basic system designed to

facilitate replacement.

Need for Trade-Offs

We have examined some of the techniques which the spacecraft

designer can use to achieve reliability for long-duration manned

missions. Increasing the inherent reliability of an equipment through

derating, screen-type testing, and redundancy will minimize the number
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of expected failures of spacecraft equipment. This will, of course,

reduce the number of spares required to be carried aboard the space-

craft and hence reduce the astronauts' potential workload. We have seen

that these techniques have limitations. Trade-off studies must, there-

fore, be performed to evaluate the potential value of the techniques in

the light of the penalties (weight, cc_plexlty 3 etc) incurred. The

reliability improvement techniques should be applied only to the point
where benefits exceed costs.

Maintainable Systems

A recent analysis of maintained versus non-maintained systems

showed that a maintained system becomes more weight2effectlve than the
non-malntained, if the mission exceeds a few weeks. It also indicated

that maintainable systems could benefit from resupply, thereby

significantly reducing onboard spares. Such a system could also take

advantage of inherent interchangeability of parts and equipments, again

significantly reducing the spares required to support the system.

Logistic Resupply

If the mission profile includes ferry vehicles for crew rotation

and the replenishment of expendables_ and if the system is maintainable,

the number of spares carried on the initial launch can be significantly

reduced, thereby effecting a substantial weight and volume savings.

Only those spares needed to ensure reliability between resupply inter-

vals need be carried. The greater the resupply frequency, the fewer the

spares. In essence, a five-year mission, resupplied every six months,

would, for our purposes, be equivalent to l0 six-month missions. Rel-

atively few spares will be needed to replenish those used in the period

followingthe previous resupply. Figure 8 shows a typical curve of

initial onboard spares weight versus resupply interval.3 It also shows

the weight of spares to be delivered. If the logistic vehicle were

sized for this amount, it would be large enough only half the time.

Therefore, Figure 8 also shows logistic vehicle spares weight curves for

various levels of confidence. The system must s obviously_ be designed

for inflight maintenance_ in order to take advantage of resupply.

Interchangeabillty

Certain components such as some valves, switches, etc., have

multiple application in most spacecraft subsystem designs. If the

system is to be maintainable, the concept of pooled spares may be applied.

This reduces the required spares significantly - enough to make it worth-

while for designers to investigate the potential for induced inter-

clmngeability of components. The challenge to the designer is to design

an optimum system, with due consideration to the spare implications,

rather than merely to design optimum equipment for a particular function.

The penalties imposed by interchangeability may possibly be compensated

by the advantages conferred through reduced spares requirements.
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Figure 8 Spares Weight for Typical System

The greatest potential for interchangeability occurs at the piece

part level. _s an exercise, and using common piece parts, we concep-

tually designed a family of valves for a variety of functions. Selec-

tive combinations of piece parts makes it possible to provide a manually

operated shut-off valve, a solenoid shut-off with manual override, a

pressure regulator and a pressure relief valve, as shown in Figure 9.

Its elements and the total requirements for constructing a set of valves

for a specific system are shown in Figure lO.

Level of Maintenance

Once the decision is made to design a maintainable system, the

next question is how to implement infllght maintenance. Inflight

maintenance will generally consist of replacing malfunctioning equip-

ment. How large can the replaceable element be? To what extent

should replacement be made in a single maintenance action and how does

the equipment's complexity influence this determination?

The choice of this level of maintenance is influenced by competing

factors. From a spares point of view, the smaller the replaceable

element, the lower the total spares required. This is due to two

factors: the smaller the replaceable element, the less "good" equip-

ment is thrown out of the system for each failure, and the greater the

potential for interchangeability between elements.
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!
Manual

Shut-Off Valve
Relief Valve

Pressure Regulator Solenoid Operated
Shut-Off Valve

Figure 9 Multi-Purpose Valve

274



Valve Component Utilization

15

'85

Total-96 Valves
- 80 Shut-Off

- 4 Pressure Regulators
- 11 Relief
- 1 Solenoid.

Figure 10 Multi-Purpose Valve Components

From a checkout point of view, the checkout system becomes very

complex at a low (small) level of maintenance, and is relatively simple

at a high level of maintenance. From a manpower point of view, more

manhours and higher skill levels are required at the lower levels of

maintenance. Figure ll shows the relationship of hhese factors for

various levels of maintenance.

How then does one select a level of maintenance? The task is to

quantify the factors involved and to select the imost effective level.
The unit of measurement for each factor (manhours, pounds, etc.) must

be weighted (normalized) to provide a common basis. One solution is to

attempt to convert each factor to equivalent units expressed in dollars.

This imPlies the ability to place a value on one pound and to assign a
value for one manhour. There are also practical implications to be

considered in choosing a level of maintenance. Good engineering

Judgement and design practice play important roles in these determina-

tions. Sometimes it is possible to design an equipment that is main-

tainable at various levels. In this case, the decision as to which

level is to be maintained is not constrained by the equipment design

and can be made on the basis of other factors under consideration. 4

Figure 12 shows a modular valve designed for a C02 reduction unit.-
The total module consists of seven valves and some sensors and indica-

tors. The module can be replaced by disengaging several quick discon-

nects and by loosening several fasteners. This would be considered

assembly level of maintenance. If desired, the individual valves can

be replaced; they are designed as plug-ln modules of the assembly.
This would be considered subassembly level of maintenance. Finally,

ithe valves themselves could be repaired by replacing the O-rlng seals.
This would be piece part level of malntenance.
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Figure 11 Level of Maintenance Factors

Figure 12 Maintainable Valve Module
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Conclusion

The path to reliable, long duration, manned space missions is

clearly defined. We must take advantage of gains in all technological

areas to enhance inherent reliability of equipment, but we must also

design for inflight maintenance to provide the capability to maintain

continuing operations. The immediate task is to develop techniques for

implementing maintainability. The expected modes and frequency of

failure of each equipment must be predicted, to determine candidate

levels of modularization and interchangeability. It is necessary, too,

that our design provide for simple and "Murphy-proof" maintenance

tasks, to minimize the possiblity of man-induced failures. New _

concepts for hardware design must be developed, and we must test,

evaluate and demonstrate mans' ability to restore malfunctioning

systems. We can gain confidence in our ability to maintain systems

through an extensive program using mockups, simulations, and early

space flight experiments.
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Calculation of Spares

Calculation of spares is best done by a computer programmed to de-

termlne the best mix of spare parts to attain a given reliability at the

least weight. Such a computer program uses an IteratIve technique to

select each spare that offers the highest reliability gain per pound of

spare. However, such a technique is somewhat cumbersome, if the purpose

is to perform tradeoffs of alternatives rather than to schedule spares.

This Appendix describes a simple technique for quickly estimating the

effects of various configuration alternatives on spares requirements.

The technique is intended to facilitate tradeoff studies.

Calculation of spare requires three basic elements:

• A reliability apportionment for the part to be spared.

A calculation of the expected number of failures of the part

to be spared during the mission or the resupply interval.

A determination of the number of Poisson terms required to

reach the apportioned reliability level, when the expected

number of failures is given.

The first approximation to a reliability apportionment may be ob-

tained by taking successive roots of the system reliability goal. Given

a system goal for not depleting spares, the first calculation would be

to find the goal for an individual resupply period. For example, for a

five-year mission, resupplled at six-month intervals, we would take the
lOth root of the system goal. The next step would be to apportion this

quantity down to a particular subsystem by taking the 8th root, in the

case of eight subsystems. And, finally, to apportion down to an equip-

ment level by taking a root equivalent to the number of different equip-
ments in the subsystem. Figure 13 shows a graphical means for obtain-

ing roots. Starting with a goal or apportionment at the left hand scale,

follow the diagonal llne until it intersects the vertical line repre-

senting the root shown on the lower horizontal scale. Read horizontally

to the left to obtain the answer. This process may be repeated until an

apportionment is obtained for the part under study.

The expected number of failures is merely the product of the fail-

ure rate for an individual part, A, the number of similar parts in the

subsystem, N, and the operating hours in the resupply interval, t, or,
NAt.

The number of spares required, which is the number of Poisson terms,
less one, may be determined from the graph as shown in Figure 14. The

intersection of a horizontal line extending from the expected failures

at the left-hand margin, and the vertical line extending from the
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horizontal scale indicating the apportioned reliability goal, indicates
the numberof spares required. Of course, whenthe intersecting point
falls betweentwo lines, it will be necessaryto read the next higher
number. Figure 15 showsthese elements combinedinto a special purpose
nomographdesigned to calculate spares required for a five-year space
station mission.

The exampleshownin the Nomographassumesthe following situation:

Resupply interval:

Systemgoal: 0.95

No. of subsystems:

6 months (4380hr)

No. of equipmenttypes in subsystem: 20

No. of interchangeable equipments: 8

Failure rate of equipment: 0.000005failures per hour
(5 failures per million hours; HrBF = 200,000hours)

To determine the numberof spares of a given type to be carried
aboard the space station using the nomograph(Figure 15):

i. Determine equipment goal (probability of not running out of

spares for this particular type of equipment):

a. Choose appropriate resupply interval - "Time" scale on

Chart "A" (6 months ).

b. Follow line to top of Chart "B".

Co _ter Chart "B" at System Goal - Probability of not run-

ping out of any required spares for total five year

mission (0.95).

do Follow diagonal on Chart "B" until it intersects with re-

supply interval vertical line. Continue horizontally to
Chart "C".

ee Follow diagonal on Chart "C" until it intersects the

"Number of Subsystems" vertical llne. (8). Continue

horizontally to Chart "D".

f. Follow diagonal on Chart "D" until it intersects the

"Number of Equipment Types in Subsystem" vertical llne,

(20). Continue horizontally to Chart "E".
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2.

.

go Continue horizontally on Chart "E" until the diagonal

llne is reached, then continue vertically upward to

Chart "F". This Is the equipment goal.

Determine the expected number of failures of the equipment:

ao Place a straight edge between the "Time" scale, and the

number of similar equipments scale, "N" on Chart "A".

(6 months and 8 equipments). Find point of intersect
wlth "NT" scale.

BQ Place straight edge between point of intersect on the

"_T" scale and the failure rate on the " A " scale,
(5 x 10-6). Project this llne to the "N A T" scale.

This is the expected number of failures.

Determine the number of spares required:

al Project expected number of failures (2b) horizontally
across Chart "F".

b. Project equipment goal (lg) vertically upward on Chart

"F" until it intersects expected number of failures (3a).

Co Number of spares is determined by first diagonal llne

below the point of intersection (3b). (Three spares

required ).
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UTILIZATION OF PRIME EQUIPMENT

FOR

IN-FLIGHT TESTING

H. V. Houghton

Manager, Support Equipment Department

Aerospace Group

Hughes Aircraft Company

Culver City, California

Introduction

Manned space programs, from Gemini to Apollo, have vividly demon-

strated that the astronauts can cope with many types of in-flight

equipment failures. With the greatly increased mission durations and

the added complexity of equipment for the experiments, man's ability

will become even more essential for the Apollo Applications Cluster

Program. Expanded in-flight testing facilities can significantly
enhance the ability of the flight crew to detect and isolate failures

so that the required corrective action can be taken.

In recent years, airborne weapon systems have also required

increasingly thorough in-flight test capability. These requirements

have resulted in built-in-test (BIT) designs that are sufficiently

thorough and accurate to justify complete elimination of external test

equipment for planeside maintenance. The test design techniques

developed for these airborne systems should be equally applicable to

the in-flight test design problem for manned spacecraft.

This paper outlines the most important of these techniques and
offers several illustrations of their application to actual systems.

It is important to recognize the difference between in-flight testing

as it is usually implemented and the extremely thorough testing that

can be accomplished by use of the techniques described in the following
discussion.

Conventional in-flight testing is usually limited to some
combination of:

io

2.
Status monitoring (mode indicators, "ready" lights, etc.).

Qualitative end-to-end system tests capable of detecting

gross failures but poorly suited to detection of subtle
failures or to isolation of failures.
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B. Monitoring of outputs during normal operation without

significant capability for control of test conditions.

Airborne system tests of the type described in this paper have

test thoroughness capabilities in excess of 98 percent and can isolate

more than 90 percent of the detected failures to a single replaceable

assembly. Performance of tests capable of this level of thoroughness

requires that the input conditions be carefully controlled and that

test results be quantitatively evaluated. These requirements further

imply that system functions be capable of individual evaluation.

Comparison to Ground Testing

From the foregoing, it might be inferred that in-flight equipment

approximating the complexity of the ground test equipment is required.

This is clearly impossible for a number of reasons. Weight and volume

constraints alone would prohibit any attempt to duplicate the ground
test functions for in-flight test. In-flight test equipment must be

measured in inches and ounces rather than in feet and pounds.

H_an factors considerations present equally pressing demands on
the in-flight test designer's ingenuity. The in-flight test must be

conducted by a flight crew whose primary attention is devoted to non-
test tasks such as flight management and performance of experiments.

Test times must be short and tests must not be unduly demanding on the

crew's attention. Also, the working environment -- restricted space,

zero gravity, limited access to equipment, and the need for

uninterrupted operation of certain equipment -- must be considered by

the test designer. These constraints are in sharp contrast to the

conditions under which the ground-test crew works during ground testing.

The flight crew's attitude toward the in-flight test is of utmost

importance to the in-flight test designer. Only if the flight crew

willingly accepts the in-flight test can the objectives be accomplished.
In addition to the need for short test time and minimum distraction

from other duties discussed above, experience with airborne in-flight
tests has shown that the form of the test readout is a critical factor.

Pilots are most enthusiastic about in-flight tests that present results

in directly pertinent terms. For example, a radar test readout of

relative detection range capability is most acceptable. Once a defect

has been established, pilots are interested in the reason for the
problem (e.g., low transmitter power or degraded receiver sensitivity).
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The in-flight test designer has two powerful tools at his command

to help in resolution of these seemingly conflicting demands.

Recognition of the differences in the objectives of in-flight testing

as compared to those of ground testing can lead to much simpler tests

for the in-flight case. The second tool, which is even more useful,

is the use of prime equipment as test equipment to test other portions

of the system.

Test Objectives

The in-flight test designer must clearly understand the objectives

of his test. For ground testing, there are numerous objectives that

must be satisfied. The design engineer's tests are primarily intended

to assist him in evaluating and optimizing his design. At least in the

early stages, it is not safe to assume that any function is being

performed as intended. Every facet of the design must be studied and

optimized.

As the design matures and the system integration progresses, the

objectives of the test activities shift to the problems of subsystem

interface evaluation. Again, the primary purpose is to evaluate

designs and to insure that all elements work properly together.

Manufacturing testing of flight hardware, environmental testing,
and other test activities are devoted to verifying that the design

already established is being recreated in accordance with the intent of

the designers and that the resulting equipment still performs its
function under adverse conditions.

Compare the diverse objectives described above with the much more

limited objectives of in-flight testing. In the in-flight case, the

equipment has already been carefully tested to verify the design and

manufacturing processes. It is only required to detect failures that

have subsequently occurred and to isolate them to a level suitable for

corrective action by the flight crew. It is reasonable to assume that

failures occur singly or, at worst, in cause-and-effect sets of single

primary failures accompanied by associated secondary failures.

An in-flight test designed to satisfy (and limited to) the

objectives as described above will be significantly simpler than the

corresponding ground tests that must satisfy a much more extensive set

of objectives. This simplicity can result in reduction of both test

hardware requirements and test procedure complexity.
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To illustrate the simplification that can result from this concept,

consider a signal processor consisting of a series of bandpass and band-

elimination crystal filters, interconnected by amplifiers and frequency
translation mixers.

Design and manufacturing tests for this processor require stage-

by-stage evaluation of characteristics such as passband insertion loss,

skirt shape, input and output impedances, and spurious responses in the
elimination bands. Many of these tests are extremely difficult and

time-consuming and require the use of sophisticated test equipment and

test methods.

However, if it is presumed that the processor was once thoroughly
tested but that a failure has occurred, a greatly simplified test can

be used. In fact, any such failure _ould result in degradation of the

response in the passbands of the overall processor. Therefore, the in-

flight test consists simply of measuring the processor's response to a

leveled signal swept through its passband. The signals are generated
and measured at reasonable amplitudes and no interstage tests are

required. Such a test would be inadequate for either the design test
or the manufacturing test, but it provides 100-percent test thorough-

ness for the purposes of the in-flight test.

Self-Test Theor_

The concept of self-test is one of the most useful techniques
available to the in-flight test designer. In its simplest terms, self-

test means the use of prime equipment hardware and functions to test

other portions of the prime equipment.

A total system can be thought of as an inventory of test functions.

Figure 1 illustrates a few of the test functions that are found in

typical prime equipment. _en a particular function is needed for a

test, it can frequently be found elsewhere in the system.

In most practical situations, a combination of self-test and

additional built-in-test equipment (BITE) is needed. The hardware

relationships that are found in a typical system utilizing the self-

test concept are illustrated in Figure 2. Some means is needed to
establish the extent to which self-test is used to reduce requirements

for BITE. A figure of merit called the self-test-ratio can be used to
evaluate the relative benefits of self-test.
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Suppose that the in-flight test penalties of particular interest

are weight, cost, and power consumption. The cost (CB) , weight (WB) ,

and power (PB) of the hardware included in the system solely because of

the BITE requirement are estimated. Then, it is assumed that exactly

the same test capability is provided entirely in the form of additional
BITE hardware without the benefit of self-test. An estimate is made of

the cost (Cx) , weight (WX) , and power (Px) that would result from this

course of action. Finally, the relative importance of each of the

penalties is determined. These weighting factors are denoted RC, RW,

and Rp for cost, weight, and power, respectively, and are chosen in

such a way that

RC + RW + Rp = 1.

Then the self-test ratio (S) for the design being considered is

Cx -CB Wx -WB PX "PB
S--RC CX + RW WX + Rp PX

It is important to note that the penalties attributable to the
self-test hardware are not used in this model. The reason is that a

function needed for in-flight test may exist in the prime hardware in
a form that is more expensive (etc.) than would be required if only the

test requirement were applicable. Suppose, for example, that a signal

of 30-MHz + 5-MHz is needed. This could easily be provided by a simple
low-cost L_oscillator. If an oven-controlled 31-MHz crystal

oscillator, available in the prime system, is used for self-test, only

the cost, weight, and volume of the LC oscillator is of significance in
computing the self-test ratio.

An example will illustrate the use of the self-test ratio. Assume

that cost, weight, and power of the hardware included in the system

only for in-flight test are $6,000, 2 pounds, and 3 watts, respectively.

Also, assume that the penalties that would be attributed to in-flight

test if self-test were not used would be $42,000, lO pounds, and 24

watts. Finally, the relative importance of cost, weight, and power in

this system are estimated to be 0.6, 0.3, and O.1, respectively. Then,
the self-test ratio is

S = (0.6) 42_000 - 6'000 10 - 2 24 - 3
4'2,0OO + (0.3) lO + (O.1)

= (0.6)(0.86)+ (0.3)(0.80)+ (o.1)(o.ss)

= 0.52 + 0.24 + 0.09

= 0.85.
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This calculation shows that self-test resulted in a cost savings

of 86 percent ($36,000/system), a weight savings of 80 percent (8

pounds), and a power savings of 88 percent (21 watts), for a total
penalty reduction of 85 percent.

Cost, weight, and power were selected simply for the purpose of

illustration. In practice, the self-test ratio must be constructed to

satisfy the needs of each system to which it is applied. Other

penalties that might be included are failure rate, component count,

volume, and cooling fluid flow. Generally, it is best to select only

the few most critical factors. In the above example, since the

relative importance of power consumption was judged to be only O.1, it
could have been eliminated without significant effect on the model.

Considerable judgement is needed to construct and apply this model.

Some penalties are not obvious or are difficult to estimate accurately.

The close integration of in-flight test into the prime hardware makes

it particularly hard to assign values to items such as structure weight

and cooling requirements. It is more important to apply consistent

objective methods to the evaluation of a few key elements than to

construct a perfect model that is difficult to use.

It is often possible to replace a test having a low self-test
ratio with another less obvious test that makes more effective use of

prime equipment functions for test purposes. Although this may result

in a BIT test that is conceptually more complex, the net in-flight test

penalty will be reduced if the self-test-ratio can be raised by this
technique.

Another test technique has been of particular value in simplifying

fault-isolation tests. This concept is described in the Naval Air
System Command Document AR-8 as the diagnostic response test. AR-8

requires the use of "logical deduction and diagnostic analysis .... to

achieve minimization/optimization of test access ---". Application of

this concept is even more essential for in-flight test. While the idea

of diagnostic response testing is far from new, the extent to which it

should be applied to in-flight test is much greater than is normally

suitable for more conventional test procedures.

Diagnostic testing permits isolation of a fault to a function

without testing that function individually. As an oversimplified

example, suppose that functions A and B in Figure 3 can be tested as a

pair and that the test shows that either A or B has failed. If a

second test, involving A and C passes, it can be reasonably concluded
that the fault lies in B. In practice, there are usually many more

possibilities and combinations to be analyzed. The diagnostic test

method is particularly suitable for self-testing. In Figure 3, it is

obvious that separate tests of the two prime functions will establish

the status of the self-test function, without need for a separate test
of that function alone.

289



Self-Test Examples

Satisfaction of the requirement for thorough in-flight testing

without need for excessively heavy or voluminous built-in-test equip-

ment by use of the self-test concept can be illustrated by some typical
examples of self-test as applied to actual systems.

Self-Test with Cor_uters

If the prime system includes a digital computer (which is not

uncommon in this era of microelectronics and digital communications and

data processing)_ p_erful self-test capability is available. A

computer, when used for in-flight test, can perform countless functions

as suggested in Figure 4. With a special program, it can initiate test

steps, measure test results, control signal simulation functions, and

evaluate data. The memory and computational capability offer valuable
opportunities for diagnostic response testing that might otherwise be
too complex.

With the addition of an analog-to-digital converter, which may

also be available in the prime system, the computer becomes a digital

voltmeter. Direct-current or low-frequency ac voltages can be
measured to any desired degree of precision within the limits of the

digital resolution. The frequency range can be extended by the

addition of an appropriate detector at the A-to-D converter input. An

AGC voltage is an excellent self-test accessory to the computer when

the RF or IF signal to be measured can be applied to the input of the

AGC amplifier. Addition of a narrowband filter, a mixer, and a swept

frequency source converts the computer into an automatic spectrum

analyzer. The computer can control the swept frequency source by

addition of a D-to-A converter. A discriminator provides some

capability for phase and frequency measurement. In the system from

which these examples were taken, this peripheral signal processing

equipment was available in the prime system.

The computational capability and random-access memory available in
a digital computer provides significant advantages over conventional

step-by-step predetermined test procedures. To continue the example
mentioned in an earlier section, consider the test of a search radar.

%_ile it is possible to separately evaluate transmitter power and

receiver sensitivity, neither of these parameters is the primary concern

of a pilot. The detection range capability of the system is a more

directly applicable parameter. Thus, in evaluating mode availability,

a computation of relative detection range using power and sensitivity
test results will be more valuable to the flight crew.
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Computational capability is also useful when absolute test limits

are difficult to establish. Sometimes, the change of a measured value

is of more significance than the absolute value. This is especially
true when the performance of one function in a series of functions must

be evaluated. As an example, consider a receiver sensitivity test.

Suppose that the receiver includes a parametric amplifier than can be

switched in or out of the system to adapt to changing conditions. In

a computer-controlled test, the receiver noise figure can be measured

with the paramp in and measured again with the paramp out. The

computer_ by using its memory and computational capability, can

evaluate paramp performance from these two measurements. A test that
could accomplish the same task by comparing each measurement with a

predetermined limit would be difficult to implement because the

variability of the basic receiver performance could mask paramp noise

figure variations. The extremely low signal levels preclude any

thought of direct evaluation of the paramp alone. This example is a
variation of the diagnostic response test concept described earlier.

The existence of a computer in the prime system implies numerous digital

interfaces between the computer and the balance of the system. Each of

these interfaces (both input and output) is an opportunity for a test
control or measurement function that has a self-test-ratio of lO0

percent. These digital interfaces can often be used differently for

test than for normal operation simply by provision of special test

programs.

Self-Test with Controls and Displays

The in-flight test designer must solve two problems relating to

controls and displays. A highly automated test is not well suited for

equipment that has numerous switches, controls, and readouts. Manual

participation inevitably slows the test process, offers opportunity for

error, and involves human judgement which is highly variable. When

diagnostic response testing is performed with internal programmed logic,

it is difficult to incorporate data resulting from manual observations.

The second problem is an even more severe constraint on the test

designer's activities. There is seldom enough cockpit panel space

available for even the most critical operational functions. In such an

environment, in-flight test must take second place, and is usually

assigned a few square inches suitable for only the most rudimentary

control and display functions. In the face of such limited facilities,

the designer must find ways to display identification of failed

hardware, mode availability status, and other test results. Also, when

manual test participation is involved, cues and instructions to the

operator should also be displayed.
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Thus, this two-fold problem involves a difficult-to-test subsystem

and a limitation on needed in-flight test hardware. Such a combination

is typical of situations to which self-test can be successfully applied.

A study of the operational controls and displays will usually reveal a

method for presenting test data to the operator without need for

special readout equipment. The test readout problem is one of present-

ing large amounts of data, and most system displays are well suited to

high-data-rate applications.

Two examples will illustrate the flexibility that can be obtained

in this manner. Figure 5 shows an electro-optical situation display.
In normal operation, .this display projects a map selected by the

computer from a library of slides stored in the system on the display

screen. Superimposed on the map display are projections of computer-

generated and positioned symbols representing aircraft locations,

navigation points, and other points of interest.

To the in-flight test designer, such a device offers countless

opportunities for display of test instructions and results. In place
of the map, a special slide showing permanent information and

establishing the data format can be displayed. The computer-generated

symbols can be positioned on the display to convey the variable data.

Go/no-go results can be indicated by positioning a symbol over

appropriately labeled points on the optical display. Analog information,
using a symbol positioned along a numbered scale similar to a meter face

can be easily presented. The operator's attention can be directed to a
printed instruction by appropriate symbol location. With this type of

display, the possibilities for machine-to-operator communication are
unlimited.

To demonstrate the need for adapting in-flight test designs to

maximize use of prime hardware, consider another type of display. In

this case, also illustrated in Figure 5, a cathode-ray tube displays

symbols consisting of straight-line segments selected and positioned

by the Computer. As in the previous example, this display is normally

used to display tactical information to the flight crew. For In-flight

test, however, alpha-numeric symbols constructed from straight lines in

the manner frequently used for scoreboards can be displayed.

Thus, identification numbers of tests and defective hardware can be

displayed at will. Also_ mode names can be engraved around the

perimeter of the faceplate and used for mode availability identification.

In this exam_ple, "X" denotes a faulty mode, "O" is used for a mode with

acceptable performance, and "V" indicates that the test has not yet

progressed to the point where a final decision can be made but that no

failure affecting that mode has been detected as yet. Other techniques,

such as blinking symbols_ can perform specialized functions like calling

the operator's attention to a manual action that must be performed.

Again, countless additional possibilities can be found for use of this
display to communicate _test information to the operator.
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A secondary benefit resulting from use of operational displays for

in-flight test is the verification of the display performance. This is

a special form of diagnostic testing. Other controls and displays can

be evaluated by involving them in the tests, provided that sufficient

time can be allowed for manual participation.

If the controls and displays are used in a manner resembling their

use in normal operation, the operator is checked out together with the

equipment. Since man is an important element in most avionics systems,

this type of test can often be highly advantageous. This is

particularly true when seldom used, but critical, modes are tested.

The review provided by each test run will help to keep the operator

familiar with operational procedures.

Microwave Fre%uenc_ Generation bz Self-Test

Stable low-noise microwave test frequencies are often required.

The penalties that result from including a microwave frequency

generator such as a crystal oscillator and a varactor multiplier are so

large that some alternate low-penalty method must be found to perform
this function.

If the system includes a precise microwave source of a different

frequency than is needed for test, at least two methods for using it to

generate the needed signal can be considered. Figure 6 illustrates

these methods in block diagram form. If the existing frequency is fo
and the required test frequency is fl, both methods require an

oscillator with output frequency fx = fo - fl. It may be possible to
find an oscillator meeting this requirement elsewhere in the prime

system. Otherwise, a special BITE oscillator can be provided.

The first method involves translation of fo to fl with a mixer or

a modulator. The mixer output will contain an image frequency_ the

carrier frequency, and higher order products, in addition to the

desired test frequency. The undesired signals can be attenuated by

filtering. If a double-sideband or single-sideband balanced modulator

is used to obtain the translation, the undesired signals can be further

reduced at _he expense of additional complexity.

The second method provides a signal of greater purity, but requires

considerably more complex hardware. In this case, a phase-lock loop is

used to tune a voltage-controlled oscillator (e.g., a backward-wave-

oscillator or IMPATT-diode oscillator) to the desired frequency, using

the existing frequency as a stable reference. Here, the only output

frequency is fl.
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These techniques are not limited to microwave frequencies, but at

lower frequencies the more straightforward method of generating the

required signal directly is less expensive so the incentive to use an
existing signal source is less. Of course, if the prime equipment

contains two precision signals whose sum (or difference) is the desired

frequency, the suggested method will probably result in the lowest

penalty at even relatively low frequencies. In this event, a crystal
oscillator and a VCXO controlled by the computer offer considerable

latitude in frequency generation.

Example of a Complete Test

As a final example_ a test that uses all of the in-flight test

design techniques described in this paper will be described. It is
required to verify three* closely spaced pulse-repetition-frequencies

(PRF's). In studying this test, note that the principle of diagnostic

analysis for fault isolation is used, that the self-test-ratio is high,

and that the conceptual test design is entirely different and more

complex than the equivalent laboratory test. Despite the complexity of

the test, the high self-test-ratio indicates that the actual hardware-

related penalties are lower than could be obtained using conventional

procedures. For comparison, the laboratory test for PRF frequency
requires the use of a conventional frequency counter.

The accuracy of the l_F's exceeds that of any other frequency or

frequency measuring function in the system. Therefore, it is decided

that they must be verified by cross-comparison with each other. This

method, while not yielding values for absolute frequencies, will
establish that the differences are correct. Since all three PRF's are

independently generated, this method will have a high probability of

detecting an erroneous frequency. Also, if a fault does occur,

diagnostic analysis of the failure pattern will isolate the fault to

one of the three PRF generators.

Let the required frequencies be fl, f2, and f3" Then the test will
measure the difference frequencies

fl2 = fl " f2 ,

fl3 = fl - f3 ,

f23 = f2 - f3

Since there is no means for determining which is the higher frequency,

each difference frequency must be treated as absolute.

This test, with obvious modification, would be appropriate for any

number of PRF's greater than two. For two PRF's, the entire test,

with the exception of the diagnostic fault-isolation routine, is also
valid.
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Now, suppose that f3 drifts fA Hz high. The test results will
then be

fl2 = fl - f2 ,

f13 = fl - (f3 + fA) = fl - f3 _ fA ,

f23: f2 - (f3 = f2-f2 •

By diagnosis, it is obvious that the fault is in the f3 generator.

Unfortunately, the PRF frequency differences are too small for

convenient measurement with the required accuracy. Therefore, it is
concluded that the differences can be increased to measurable values if

the PRF's can be multiplied to higher frequencies. If a conventional

multiplier is not available in the prime system, some other means must
be found to accomplish the multiplication.

Recall that the pulsed output of a radar transmitter consists of a

sin x/x spectrum of discrete frequencies centered at the carrier

frequency (f^) and spaced by the PRF (fx). Thus, as shown in Figure 7,

the rt_h spectral line is nfx Hz above (and below) f_. This provides
the mechanism for multiplication of the PRF's to obtain the increased

difference frequencies needed for measurement.

Using prime equipment functions, somewhat reconfigure_hto satisfy
the requirements of this test, as shown in Figure 7, the n spectral

line can be located by observing the detected output of a narrow-band

filter as the spectrum is swept across the filter by the VCXO. Figure

8 is a crt display of an actual test of this typ_£ The computer stores
the VCXO control voltage required to place the n--line in the filter

passband for each of the three PRF's. Then these voltages are
multiplied by a factor corresponding to the VCXO transfer function

(Hz/volt) and the results are analyzed to deterrmine the difference

frequencies as described above. Of course, the differences are also

multiplied by n so that they can be determined with the required
accuracy.

Note that this test does not depend on precise knowledge of the

absolute VCXO transfer function. It is only required to provide a

transfer function whose slope is accurately controlled in the narrow
region used for this test.
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Conclusion

The in-flight test design techniques described here have been used

to provide missile control system test capabilities that weigh less

than 3 percent of the total system weight and that are sufficiently

thorough and accurate to permit complete elimination of planeside test

equipment. The application of these techniques to manned space systems

can result in equally impressive capabilities for in-flight testing.

A willingness to adopt unconventional approaches to the test

design problem, together with recognition of the needs of the crew and
the value of the self-test concept, are the principle ingredients of

successful in-flight test design.
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FIGURE 7
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AN AUTOMATIC TEST SYSTEM

BASED UPON

PATTERN RECOGNITION DISPLAYS

David M. Goodman

ABSTRACT

Employing a large number of optical and electrical input signals, an automatic
test system is propose_ which rapidly samples a plurality of test data from an

operating ensemble and which then displays the data block format so that inter-
pretation is made on the basis of pattern recognition. The display is via a

cathode ray tube which is operated in a TV mode so that the displayed test
data can be continuously and rapidly up-dated. By means of rear ports in the
cathode raY tube it is shown how failure patterns can be recorded on film and

preserved to make the test system self-programming, thereby overcoming one of
the major obstacles in presently conceived automatic test systems.

I. INTRODUCTION

The techniques of automation have been employed by the electronics industry at

an ever increasing rate, beginning in the early 1950's. These techniques have
been used with varying degrees of success to solve the information handling
problem in command and control, missile launch, surveillance, and fire control

systems to name a few. These techniques have also been applied in an attempt to
provide adequate maintenance for these types of systems. The nature of these

prior efforts is well documented_.

A new test technique described in Volume II of these lecture notes, makes use of

optical fibres for transmitting test data in optical form; a vidicon for scan-
ning the optical test data; and a cathode ray tube for displaying in real-time
the results of test. Presented herein are proposed test systems which take

advantage of and are in accordance with this advanced technique. The first
arrangement pertains to an electronic assembly containing 96 test points. The
data from these test points is displayed for analysis in such a manner that a

fault anywhere in the assembly is detected and pinpointed at a single glance.

The test system then is expanded so that a larger collection of test data can
be displayed_ stored, and interpreted.

Accordingly, it is an object of this test system

(1) to provide real-time matrix type displays which present a large
quantity of test data in multi-color easy-to-interpret patterns;

• "Automation In Electronic Equipment", N.Y.U. Press, iNew York, New York 10003
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(2) to provide in conjunction with the matrix display a film strip
record-keeping device which operates to retain test data which
is generated when the system under test develops a malfunction
or out-of-tolerance condition; and

(3) to provide in photographic and handbook form an information
storage facility which contains a library of pre-recorded fail-
ure patterns representative of specific malfunctions that may
occur in the system under test.

In order to set the stage for the detailed explanation of how these objectives
are achieved, some of the terms which will be used in the description are now
defined. These definitions should be reviewed by the reader for they set in
perspective the logistic packages which typically are encountered in mainte-
nance activities, and it is towards a maintenance type display that this test
system is oriented.

II. DEFINITIONS

Piece-part. A separately identifiable component such as a resistor, or
vacuum tube. In micro-electronics a chip, or flat pack.

Major Piece-part. A component of substantial size and cost such as a high
power transmitting tube.

Sub-assembly. A combination of piece-part physically located on a common
chassis or carrier board. In micro-electronics, a replaceable card con-
taining a plurality of flat packs or the like.

Assembly. A combination of piece-parts, major piece-parts, and sub-
assemblies arranged electrically and mechanically in such a manner that
the entire unit functions as a whole. The assembly generally is a re-
placeable unit.

Equipment. A combination of assemblies designed to perform a given func-
tion. An example is a radar, sonar, or communications transmitter or
receiver.

System. A combination of equipments arranged so that a plurality of func-
tions are grouped together to achieve an end result. An example is a
radar fire control system; or an air traffic control system.

Major System. A combination of systems arranged as in Sage; or in Dew
Line; or Nike-Zeus; or Apollo; etc.

Module. Any sub-assembly, assembly, or equipment which is packaged so
as to be removed and tested as an entity.

Unit Under Test (UUT). A generic expression applying to any of the
foregoing definitions.

(PUT) - Piece-part under test
(MUT) ModUle under test
(EUT) - Equipment under test
(SUT) - System under test

Test System (TS). Combinations of any of the foregoing UUT, PUT, MUT, EUT,
and SUT with special circuits for achieving the test functions. The test
system may be external or built-in. In this paper, they also generate the
displays for pattern recognition.

306



I

\

I

I
I
I

Don

ODD

OOOO

D O [_n

okn ,,OO O ,
i

OOOOOO0_OOOOOO

OOO[_OOOO
ooookmooo

O0000OOO

O000OO00

OOOOOO00

307



III. THE MATRIX DISPLAY

To describe one form the Test System may take, an illustrative example is cho-
sen which has 96 electronic components in an assembly, each of whic_ can fail

without causing the failure of any of the others. The assembly is designed
with one test point available for each component, and when the circuit is en-

ergized a voltage is obtained from each test point. These voltages are atten-
uated or amplified so that they all measure 1 volt dc for a normal functional
assembly. The 96 voltages are sampled sequentially by a scanning device which

feeds into circuitry to compare these 96 samples to their nominal value of 1
volt. A display is then generated in which the test data derived from the 96
test points is presented as luminous spots in the form of an 8 x 12 matrix of

white dots. As long as the assembly is energized, and there is no failure, the

appearance of the 8 x 12 matrix of white dots remains uniform and unchanged.

The circuits which measure the sampled data operate to route the 96 test volt-
ages into five different channels according to the magnitude of the test volt-

age. The channels are divided into voltage levels of 0-0.7, 0.7-0.9, 0.9-1.1,

1.1-1.3 and over 1.3. By definition,, a normal test voltage is in the range
0.9-1.1 volts. A low-marginal voltage is in the range 0.7-0.9 volts; a high-

marginal voltage is in the range 1.1-1.3 volts. One failure voltage (low) is
less than 0.7 volts; and the other failure voltage (high) is greater than 1.3
volts.

The five channels feed into selection networks which control the color of the

dots generated on the display. Typically, a test voltage in channel 1 gener-
ates a red dot; channel 2, an orange dot; channel 3, a white dot; channel _, a
yellow dot; and channel 5, a green dot. These color dots are clustered to-

gether for each of the 96 test points in the 8 x 12 matrix. What this display
means to an observer thus becomes evident. Suppose test point 37 has changed
color; it is because the test voltage is not normal and it takes but a brief

inspection to determine from the actual color of the test point if the drift is
marginal, or if the component has failed. The color also reveals whether the

drift is high or low, or if the failure is open circuit or short circuit.
These relationships are tabulated here for convenience.

Channel Voltage Range Color Significance

i 0.-0.7 Red "Short" Circuit

2 0.7-0.9 Orange Marginal-low
3 0.9-1.1 White Normal

4 1.1-1.3 Yellow Marginal-high
5 Xl.3 Green "Open" Circuit

IV. THE TEST SYSTEM

A closed circuit television chain is used to generate the display. A rectangu-
lar raster is scanned at a 60 cycle rate in a standard 525 line format so that

each of the 96 test points is measured in sequence and the results displayed 60

times each second. In other words, the voltage from test point 37 is examined
every 16.6 milliseconds; and the dot on the matrix corresponding to this test
point is energized once every 16.6 milliseconds. If the voltage is normal the
dot remains white. If the voltage is not normal it will be routed into the

proper one of the other four channels and the dot will appear as red, orange,
yellow, or green. If the voltage drifts through more than one range, then the

color of the displayed test point will drift accordingly. If the voltage var-
ies rapidly, as in an intermittent condition, then the dot will f±icker in colo_
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Thus, once attracted by an off-normal color the observer can determine after a

few seconds of examination if this is an intermittent condition; if it is a
drift; or if it is a failure.

A. FAILURE DIAGNOSIS

When a fault appears the observer refers to a previously prepared handbook of
test point abnormalities, looks at the entry for test point 37, and finds the

diagnosis for the color condition he just observed. This diagnosis can be made
in less than a minute, the time it takes to find the entry, if the handbook is
complete. To achieve these rapid results the handbook of test point abnormal-
ities obviously was prepared in advance. To do this for 96 individual test

points is not very difficult. But suppose, as is often the case, that failures

of components do not occur singly but in combinations. Now failure patterns
have to be derived for the handbook that take into account the various com-

binations and permutations of the 96 voltages derived from the test points.

Even for only 96 test voltages this can become an excessive burden, especially

since each voltage can take on five different effective values. A more prac-
tical method of preparing the handbook is to predict, from the design, the most
probable faiiures and to generate from these (either by calculation or experi-

mentation) a series of different failure patterns. These patterns, represent-
ing multiple malfunctions, also become part of the handbook. When a complex
failure occurs, the observer has to match these patterns with those actually
displayed. This matching process will take a little more time in the case of

multiple malfunction than it did in the case of a single abnormality. But after
a history of learning on a display of this sort it can safely be assumed that

the observer's skill will increase to the point where he will recognize certain
patterns for the often repeated failures; he will not have to refer to the hand-
book; and so diagnosis again becomes almost instantaneous.

Using the foregoing arrangement it is conceivable, even likely, that On occasion

a failure pattern will be generated for which there is no equivalent in the

handbook. It is necessary in this situation to trouble shoot the test assembly
using any technique then available under the circumstances that prevail. After

the failure is thus tracked down, the failure pattern and this new-found diag-
nosis is entered into the handbook. Exceot for this last step of entering the

information Sn the handbook, this procedure is equivalent to ordinary present

day maintenance procedures. And even with respect to this last step, it should
be noted that when a technician traces down a fault new to him he stores the

information in his mind so that if the failure is repeated he need not go
through all the steps of re-tracihg the fault.

B. SELF PROGRAMMING

To supplement the handbook and to achleve results similar to that inherent in

a thought process, a camera unit is positioned to take photographs of the cath-
ode ray tube as illustrated in Figure 2.

In a properly functioning assembly, the 96 test points create an 8 x 12 matrix
of white dots which are uniform in disposition as has been stated. _or this

normal condition there is no need to take any pictures. The information is
repetitive and redundant. But when a test point varies from normal, thereby
generating a different color, it becomes desirable to record the event and the

time of occurrence. Accordingly, a photo-cell detector responsive to the drift
or failure colors is positioned to face the display screen. The detector is

energized when a non-normal color is displayed thereby to open the shutter of
the camera. Preferably the shutter stays open for one full raster scanning
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cycle, in this case 1/60 second. In so doing the camera records

(1) the last cycle of information (due to the persistance of the

phosphors in the CRT) and

(2) the data displayed in the 1/60 of a second following the opening
of the shutter and

(3) either clock time or running time, or both.

The shutter is then closed and the film is advanced. If the non-normal condi-

tion persists, the camera is again activated, etc. It is thus that the camera
takes a series of pictures in color which yields a permanent history of per-

formance of the 96 component assembly.

By repeating this process of photographing the display, a handbook is soon com-
piled which contains the pattern for each possible drift and failure mode.
Each new diagnosis which is entered into the handbook should be complete and
accurate since the electronic post-mortem examinations can be carried out care-

fully and with precision.

C. FAILURE REPORTING

It is a further advantage of the camera arrangement just described that a filmed
record has been made showing the status of events for the scanning cycle that

preceded the actual failure. This record often will suffice to determine the
sequence of stages that the assembly went through as it reached the failure mode.

This type of failure identification is best used so that re-design or retrofit
of the assembly under test can be better accomplished. Not only will the actual
failure be recorded but the original stresses which brought about this condition

will be part of the record. In other words, the instant arrangement can provide

a good failure reporting system for it identifies the failed component as well
as the cause of failure, which may originate with some other component. Addi-
tionally, if a given failure is not catastrophic but is due to gradual deterio-

ration process then the observer of the display will see the onset of drift, he
can anticipate the failure, and he can take corrective action in advance of the
failure itself. For this purpose, the handbook also is prepared to contain in-

structions specifying corrective action that may be taken under these circum-
stances.

D. INFORMATION-RETRIEVAL AND SELF-TEST

The next step in the development of this Test System is to provide the observer
with mechanical assistance in sorting through the different failure patterns in
his handbook. To aid in this information-retrieval process, each of the 96

points in the 8 x 12 matrix is provided with a circuit controlling relay. Thus,
test point 37 has its associated relay 37. This relay is energized only when
one of the four non-normal voltages appear at the test point. This relay func-
tions to select the failure cards which are punched with a hole at position 37.

These cards may be of the type conventionally used in machine accounting systems,

or they may be designed specifically for the Test System. In either case, the
details of punching, collating, and sorting are believed sufficiently well known
so that this brief reference thereto suffices for the purposes now at hand.

Position 37 is punched on four cards, with one card and one hole corresponding
to each of the four non-normal voltages. When relay 37 is energized all the

cards with a hole at position 37 are sorted from the deck. The cards are then

so_t:ed as a consequence of the test voltage being in either of channels l, 2, _,
or 5. Likewise if test points other than 37 were off normal, their cards too
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would be removed from the deck; and there would be a further selection which

takes into account the passage of the test signal through channels l, 2, &, or 5.
Written, typed or printed on each card is a description of the component which
caused the drift (or malfunction) together with a description of the adjustment

{or repair) which is to be made. Additionally, each card carries a first photo-
graphic film transparency with this same descriptive information; and a second
photographic transparency which contains the multi-color drift or failure pat-
tern.

In _esponse to the operation of the photocell detector, a transport mechanism
inserts the appropriate failure card 37 {due to operation of relay 37) into the

optical projector which is positioned towards the rear of the display CRT as
illustrated in Figure 2_ The information on the photographic transparency thus

is projected onto the rear face of the CRT. Therefore, the operator who is ob-
serving the real-time test data also sees the descriptive information together

with the failure pattern stored on the two film transparencies. On one section
of the CRT set aside for the projection of the first transparency, there appears
the English language instruction or description of malfunction. An aural or
visible alarm or message may accompany this projection of the data to make sure

that the observer's attention has been drawn to the display. Simultaneously,
the failure pattern recorded on the second transparency is projected for view-
ing by the observer. In this case, however, the failure pattern recorded on the

film is not projected on a special portion of the CRT but is projected to be
super-imposed over the 8 x 12 matrix of test points as illustrated in Figure 3.

This is done so that the observer can match the failure pattern generated by the

test system with that stored on the film, thereby to verify that the proper
failure card has been selected. This visual comparison is made on the basis of
(1) dot position s in the matrix and (2) the color of the dot at each position.

This is a form of self-test of the Test System which can be 'eyeballed' by the
observer with relative ease.

When a complex fault occurs involving more than a single component a number of
relays will be energized. To retrieve the proper failure card a series of card

sorting operations commence. The first pass selects all possible faults associ-
ated with one of the non-normal test points. The second pass takes into consid-

eration all possible faults collected from the first pass, and selects only
those cards which have a fault associated with the second non-normal test point.

This selection process continues until only the failure card remains whose pat _
tern matches that generated by the assembly under test. The two photographic
transparencies on that card then are projected for viewing by the observer.

This is illustrated in Figure 4 where the concept of pattern recognition is
clearly revealed.

V. SUMMARYOF THE TEST SYSTEM

The observer so far has been given a test system in which any drift, intermit-

tent, or failure in the assembly under test shows up as a "color flag" in a
matrix of white dots which are displayed on a television-like receiver. To de-

termine the significance of this "flag" the observer may rely on his memory, may
refer to his handbook, or he may read the information from the display screen
itself. Perhaps most important, he knows tNat the matrix-like failure pattern

in his handbook is also projected on the face of the CRT to overlay that gener-
ated by the electron beam in real-time. This gives him the opportunity to con-
firm immediately that the failure card that was selected by the automatic in-

formation-retrieval sub-system does in fact yield the failure pattern generated
by the faulty assembly. If the two patterns do not match, as illustrated in
Figure 5, the observer, is put on notice that either or two conditions prevail.
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First: the retrieval sub-system or some other unit of the Test System may not
be functioning properly. And, this may be verified by exercising a special sub-
routine in the information-retrieval unit. Second: the Test System may be

functioning properly but there may not be a suitable failure card in the librar_

This is equivalent to a "program-stop", type of condition which probably is in-
herent in any automatic physical system which is designed to make logic deci-

sions. Fortunately, this mis-match of the test patterns should be the exception
rather than the rule in a well instrumented system and the possibility of its

happening should not detract from the already described substantial gainful re-
sults.

VI. VARIATIONS IN THE TEST SYSTEM

A. STRAIGHTFORWARD MODIFICATIONS

A number of extensions of the test system are worthy of mention at this point.

First: the test point data, which was generated in dc analogue format,
was converted or quantized into five different voltage ranges. These
ranges can be reduced to three (HI-GO-LO) or increased to almost any

desired extent. Each range or. step is presented as a different color
in the visible matrix. For a limited number of steps, discrete color
producing phosphors are used on the face plate of the CRT. For a sub-

stantial number of steps, the plurality of colors are generated more
suitably by varying the excitation relative to each other of three dif-

ferent primary color oroducing _hosphors. Thus, instead of using five
discrete colors in the display (white being one of the colors) the three

primary colors may be used in varying proportions to generate the red,

orange, white, yellow, and green colors. This method is increasingly
advantageous as the number of quantized levels is increased.

Second: instead of using a rear port for optical projection of the data

stored on the film transparency, a second electron gun can be incorporated
in the CRT to be energized by a flying spot scanner which has as its in-
put the same film strip.

Third: instead of using punched cards, the failure selection slots and

instructional information may be recorded magnetically on cards; or on
tape, drums, discs, or cores.

Fourth: the scan rate may be altered, or the test system may be time-
to better suit the needs of testing. Thus, if the assembly under

test has a high inertial mechanical or thermal component there may be no
need to sample the data 60 times each second.

Fifth: devices other than CRT's can be used for display purposes espe-

cially if the rate of data presentation does not require high resolution
and high scanning speed.

B. COLOR SYNCHRONISM

Suppose the twelve different test voltages to be displayed on the first line of
the 8 x 12 matrix are not steady in value, but that they vary at a rate slow in

comparison to the sampling time of 16.6 milliseconds. Suppose further that all
voltage s vary in magnitude at the Same rate. Then, the twelve points in the

line will change color in synchronism to yield a pleasing visual sensation.
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This often may be desirable from the observer's point of view, but as the Test

System is now arranged it will trigger the camera unit. Since the system is
functioning properly the camera unit should not be energized, and therefore
this line of data will have to be masked from the color-sensitive photo-cell de-
tector. This can be done by providing suitable gating circuits synchronized

with the raster scanning, or it can be done by mechanical masking means. Alte_

natively, a properly phased reference voltage varying at the same rate as the
data can be supplied to the comparison network for these twelve points of test
data so that the uniform white matrix of visual data is maintained.

C. THE BLINK TECHNIQUE

Suppose now that a digital signal, rather than a sampled analogue voltage, is
made to control the first line of the matrix. The color of the twelve points

in the line will take on a given set of values which are representative of the

twelve coded numbers. If the digital signal is repetitive the pattern of the
color dots is stationary. This condition is apparent from visual inspection

and is meaningful. On the other hand, if the digital data is rapidly varying,

in non-cyclic order, then visual inspection generally will yield little infor,
mation. To better interpret patterns of this type, a scanning raster is gener-

ated which may be considered akin to the blink microscope. As is well known
from the field of astronomy, the repetitive flashing of two patterns in the

field of view of an observer creates an image which enables the observer to de-
tect quite small differences between the two patterns. In this manner, the

planet Pluto was discovered after many years of comparing thousands of photo-

graphs of the sky.

This principle of the blink technique for pattern comparison is applied to com-
pare two groups of test signals to each other. Thus, by way of example, an as-
sembly under test is arranged to process a digital signal which activates all

the components in the assembly. This digital test signal may be the test mes-
sage "See the quick brown fox jump over the lazy dog's back" often used in tele-

type systems. The response of the assembly is picked off at some suitable point
and is displayed bit by bit across the matrix pattern. When the test signal is
made repetitive, and is timed to be in synchronism with the scanning of the ra_
ter which generates the matrix pattern, and with a stable response from the as-

sembly under test, a fixed pattern is generated on the display device which is
easily recognized. Furthermore, a typical overall response from such an assem-
bly will have the input signals and the output signals identical in character.
Under these circumstances, the display is made to generate on the first scanning

cycle a pattern representative of the input signal. On the second scanning
cycle, the display is made to generate a pattern representative of the output
signal. On the third cycle the input signal again controls the pattern, etc.
Therefore the observer sees the alternate presentations of the input and output

digital data in matrix format. If the input and output signals are identical,

signifying proper operation of the equipment under test, the matrix of data re-
appears with each scan in a smooth and uniform fashion. On the other hand, if
there is a lack of correspondence between input and output signals the observer
will see a blink or color alternation, at the point in the matrix where the

discrepancy exists.

D. COMPUTER TESTER

A digital computer serves as another example for demonstrating the usefulness
of this color blink phenomena. In this case, special test programs are used to
exercise the computer. For each programmed exercise a response is obtained

from the computer which is compared to a predetermined response. Here again,
the two responses are compared on a bit-by-bit basis across and down the matrix
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on the CRT display. Both the program and the correct response may be stored in

the memory section of the computer, be it on magnetic drum, disc, core, or de-
lay line. The test sequence and the response thereto is programmed from this

memory section in synchronism with the CRT raster scanning cycle to provide a
stationary pattern. On the first scanning cycle, the measured response is dis-

played; on the next cycle the "calculated" response is displayed; and so forth.
Therefore, a discrepancy between the measured response and the predetermined
response shows up as a color blink on the face of the CRT at each point in the

matrix where a discrepancy exists. Since this condition reflects a failure mode,
there is advantage in recording this failure pattern. Again, it is convenient
to photograph the display whenever a blink appears. But since the matrix ordi-

narily is filled with a plurality Of test data in different colors, a photo-cell
detector responsive to these colors cannot be used to trigger the camera; and
masking the CRT as earlier proposed will be ineffective. Instead, a parity
check is made of the data from one scanning cycle to the next. This parity

check consists of first counting the bits displayed for a given scanning cycle
to establish a reference count. Then, if the bit-count on the next cycle is

the same, no photograph will be taken. If the bit-count is different, a photo-

graph will record the matrix pattern. This is a much desired mode of recording

the failure data for the camera is not triggered to take repetitive pictures of
the same failure pattern.

To cite a simple example, let the digital data be in such format that a "yes"
or "l" bit is displayed on a CRT as a green dot; and that a "no" or "0" bit is

displayed as a red dot. These dots result from the excitation by the electron
beam of a green phosphor and a red phosphor, respectively. For convenience in

visual comparison, all color dots are produced by phosphors having decay times
which are approximately equal. The first line of dots in the matrix is con-
trolled by a first sequence of bits and therefore has a series of green and red
color dots. The next row has a second sequence of green and red dots, etc.

This display is used in the block diagram of Figure 6 where an arrangement is
shown for checking the memory section of a digital computer. The scanning of
the electron beam on the face of the CRT is synchronized with the scanning of

the storage elements on a magnetic drum, a core matrix, or the like.

The readout of each bit of data in the storage medium is delayed in time so

that the CRT displays a matrix of points which corresponds to the position at
which the data is stored. This "electronic development" of the surface of the

magnetic drum is repeated fast enough so that a steady image is seen by the

operator. In between each scan of the data in the memory, there is alternately
presented an image of the comparison data previouslz, stored on a film chip. To-
wards this end the raster generated by the flying spot scanner is also synchro-
nized with the rotation of the memroy drum. When the pattern of the magnetic
drum_and that of the film chip is properly matched the display is continuous or

even. When there is a discrepancy in the patterns, a blink occurs at the posi-
tion where the discrepancy exists. This blink may be observed in position, in

brightness, and in color variation.
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Vll. SUMMARY

A review of the preceding descriptions will show that the major objectives set
forth earlier have been achieved. A multi-color easy-to-interpret pattern of

test data has been displayed on a cathode ray tube. The test data which is dis-
played during a malfunction is retained on photographs taken with color film,
or is recorded in some other way. These photographs preferably are taken dur-

ing the design stages of the prime equipment and are used in the preparation of
a handbook, or library, of predicted drift and failure patterns. Experimenta-
tion and experience augment this library so that with time it becomes full and

complete, even in the presence of design modifications. The information thus
stored in the handbook is provided for manual use by a human observer; and that

stored in the library is in machine form for use with electro-mechanical or
electronic information-retrieval systems. An example of a punched card infor-
mation-retrieval system was described which makes searches of the failure pat-

terns, selects failure cards corresponding to faults in the unit under test,
and projects the failure patterns upon the CRT so that a comparison may be made
between the test data furnished by the unit under test and the pre-stored data.

A television type CRT display, employing NTSC color signals, generates a rectan-
gular raster pattern of 525 horizontal lines at a 16kc rate. The display can

be designed for 400 active horizontal lines with ease. A 20 inch CRT (measured
in the horizontal direction) with vertical color strips that are each 40 mils

wide provides a vertical resolution of 500 lines. If 450 of these lines are
active, and if a three color arrangement is used for the display of the test

450data, it is clear that 400 x _ or 60,000 test points can be presented for dis-
play. Even with a five color ;display of the data, each color having its own
vertical color strip, there would be room for 400 x _ or 36,000 test points.
This amount of data is substantial and obviouslywould_ be derived from a com-

plex system comprised of many equipments and assemblies. The display of the
data is arranged so that different "blocks" of the matrix correspond to the dif-

ferent equipments, assemblies, or major components making up the system under
test. A color change, or a blink, at a single point in this matrix of 60,000

test points will show up as a distinct disturbance in an otherwise regular pat-
tern. Many techniques can be used for investigating this disturbance. The
technique described entails the projection of a pre-recorded pattern upon the
section of the test matrix where the disturbance is located. Another technique

might use a second CRT where a blown up view is presented of the disturbed area.
In an extremely large or major system where 600,000 points of test data are be-
ing generated, this greater amount of data can be displayed by improving the

resolution of the CRT, by using a larger display, and by going to projection
type CRT's. Alternatively, the test patterns may be controlled so that only
those that are defective are transmitted for display. This transmission may be

to a central monitoring station where it is desired to observe and evaluate the
test results of the overall major system.
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VIII. CONCLUSIONS

It should be evident from the foregoing that it is proposed, via these pattern_

recognition displays, to enhance the role played by operating and maintenance
personnel in the day-to-day use of complex electronic systems by providing a
more attractive man-machine interface. This might be done in the aerospace

environment by time-sharing some of the lesser used displays already contained
in the vehicle. For exampIe, a display used for airborne rendezvous or for a
blind landing system can be used for maintenance purposes for extensive periods
of time without compromising its original intended application. There are un-

doubtedly other displays which can be used. If the original equipment display
is small in size; then the data it is called upon to display is small; perhaps

so that it only tests itself. This display of the data in block format makes

it possible for judgements to be rendered which presently are not possible.
The pattern recognition type of display lessens the need for the numerous dials
and digits that are characteristic of present maintenance efforts. The con-
ventional voltmeter, the digital voltmeter, the oscilloscope, and the mechanical

printer with its reams of machine-oriented data have been replaced with a real-
time multi-color display. The instant arrangement yields a simultaneous dis-

play of significant data from tens, hundreds, or thousands of test points. The
data presented is up-dated 60 times each second, the data is quantized so that

crisp changes in the display are made whenever test signals change their quan-
tum levels. This new test system thus can provide detailed status displays

needed for maintenance purposes. At the same time, it may provide a central

display for making the operational decisions that depend upon equipment avail-
ability and equipment performance. These decisions be they maintenance or oper-
ational are made by humans; and the information on which these decisions are

made is displayed in the foregoing arrangements in a format well suited to hu-

man comprehension.
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By

Bobby W. Kennedy

ABSTRACT

The outgassing phenomena of materials subjected to extended

environments of space are discussed. Also discussed are the stability of

organic materials, desorption of absorbed surface gases, and the molecular

reaction that occurs changing their properties, pT_.........._....w_=u_=1^_--and

uP_erstanding of the outgassing characteristics of materials used in

long-life hardware for space vehicles are essential. Changes in material

properties can occur and result in equipment malfunction, and optical

surfaces can become contaminated to the point that transmission and

reflectance characteristics are impared at high energy infrared and low

energy ultraviolet wavelengths. Experiments, tests equipment, and pro-

cedures that have been performed to date by Astrionics Laboratory are

briefly discussed.
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SECTIONI. INTRODUCTION

Presented in this paper is a brief description of the outgassing
phenomenaof materials subjected to extended environments of space. The
materials are used on the Apollo Telescope Mount (ATM)and other Apollo
Applications Program (AAP) hardware.

Contamination from materials is very important because the optical
surfaces could be coated, affecting the success of the mission. Outgassing
of materials at ultra-high vacuumlevels is considered a potential hazard
becauseof the particularly detrimental effect to optical equipment, such
as telescope lenses, solar cells, and photographic lenses which are used
on the ATM. For this reason, outgassing tests of polymeric materials at
a vacuumto 10-8 torr have been conducted on manyof the dielectric
materials qualified under Marshall Space Flight Center (MSFC)electronic
packaging specifications.

Whendielectric materials are used in space vehicles, it is
essential that prior knowledge of their characteristics be available
becauseoutgassed products will contribute to optical problems or
electrical malfunctions. Electrical malfunctions maybe caused by the
formation of an insulating film on contacts, affecting electrical
continuity.

Dielectric and other materials considered for use in the ATM
were tested for percent weight loss, steady state weight loss, and rate
of weight loss during temperature increase. The materials considered
for use were subjected to vacuumlevels to 10-8 torr and temperatures to
+lO0OC. Gas analyses were conducted on materials using a Diatron or an
Aero Vac mass spectrometer.

An infrared spectrum has been madeon someof the materials
tested, and a structural formula is given for a typical material. The
structural formula for materials can be determined, based on the infra-
red spectrum.

Residual gas analyses have been conducted on several materials
which have previously met outgassing requirements. Information received
from these analyses is presented as relative intensity in percentage
versus massweight. The infrared spectrum, the structural formula, and
the gas analysis mass weights were used to identify the higher mass
weight outgas products. The lower massweight gases, such as oxygen,
nitrogen, and water vapor, are readily identifiable whenusing this
technique.

Charts, figures, photographs of test equipment and operational
schematics, as well as test data, are presented in this paper.
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SECTIONII. CHEMISTRYOFORGANICELECTRONICPACKAGINGMATERIALS

A. POLYMERCHAINSCHEMATIC

A long chain unbranched ploymer, a branched polymer, and a
cross-linked polymer are shownin figure I.

BRA_.
UNB_

Figure i. Polymer Chain Schematic

B. LADDER POLYMERS

Electrical insulation has many formulations and many different

physical properties. Many electrical properties can be determined by

extrapolation with other materials that have similar chemical structures

and the knowledge of the differences in their chemical structures. For

example, polyvinylchloride, polyethylene, polystyrene, and polypropylene

all have the same basic carbon-carbon chain structure, with differences

being in the chemical groups attached to or branching off from the

basic chain.

The ladder polymers (figure 2) are a chain of polyhedra, often
hexagons. Perfluorocarbon, silicone, and polyimide materials have become

available. The perfluorocarbons have the same basic carbon-carbon skeleton.

The fluorine groups that are attached shield them from attack. The

silicones have a different skeleton structure. More energy is required

to rupture the silicone-oxygen bond than the carbon-carbon bond. The

monomers or reactants for these polymers are different from other polymeric

precursors because of the following:

(i) They are all ring rather than chain structures.

(2) Instead of having reactive heads and tails that can link

with other heads and tails to form the conventional polymer,

they have in effect at least two heads and tails so that

the ladder structure can grow without any weak links.
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Figure 2. Ladder Polymers

An advantage of a ring structure is that when it is hit with an

overload of energy (heat or radiation), the energy is distributed all

around the ring and absorbed by the ring rather than by the individual

atom that is hit. The same amount of energy hitting a long chain

structure will usually cause rupture or scission, while a ring structure

often absorbs the energy without degradation. This property accounts for

the exceptional radiation resistance and thermal stability of ladder

polymers and explains their flexibility at cryogenic temperatures and lack

of a melting point at elevated temperatures.

SECTION III. MATERIAL PROPERTY CHANGES VERSUS ENVIRONMENT

Many physical properties of materials undergo changes due to the

loss of fragments through outgassing. The molecular structure of materials

as a result of heat and vacuum sometimes undergo changes which result in

property changes. Examples of changes in a polyimide material (one of the

most heat resistant organics known) due to heat are shown in figures 3

through 7. As materials are exposed to high temperature, they lose many

of their physical properties and, when returned to lower temperature, they

sometimes regain their original properties; however, if molecular fragments

have broken off the structure due to heat and vacuum, as typically happens

in outgassing, the physical properties are never regained since molecular

rearrangement has taken place.
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The electrical properties and thermal stability of materials at

ambient temperature are comparable for such dielectrics as Kapton and

Teflon. At 400°C, it was found that Teflon loses weight at a greater

rate than the polyimides (figure 8), and its total decomposition occurs

before the polyimides.
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SECTION IV. WHY ORGANICS OUTGAS IN SPACE

Organic dielectrics will outgas in space because of vacuum, heat,

and radiation. There are four basic reasons that cause an organic material

to lose weight in space and these are given in the following listing:

(I) Chain scission

(2) Cross linking

(3) Absorption

(4) Improper catalyst-to-resin ratio

Chain scission is breaking the molecular bond that holds the chain of the

polymers together. When chain scission occurs, the material is usually

cheesy, crumbly, and has very little strength. Further cross linking

can take place and is the molecular bonding that occurs between the chains

of the polymer. This usually results in a polymer becoming very hard and

brittle. Absorption occurs in polymers and is the result of the polymer

absorbing either atmospheric gases or organic solvents. These absorbed

materials usually are the first materials to leave a polymer in a thermo-

vacuum environment. A polymer can outgas due to improper weighing or

mixing of the catalyst and the resin, which will upset the proper catalyst-

to resin balance. A polymer, such as the epoxy shown in figure 9, will

usually outgas because of a broken molecular bond caused by heat and

vacuum.

CH 3 ] CH3
o-,-o-. o- -oCH2-- CHCH 2 O OCHzCHCH 2 O OCH--CH 2

\ / \ /
OH Jx 3O CH 3 CH O

Figure 9. Epoxy Structural Formula

SECTION V. CHANGES IN MOLECULAR STRUCTURE OF ORGANICS DUE TO

OUTGASSING RESULTING IN MOLECULAR FRAGMENT

OUTGASSlNG IDENTIFICATION

With over one thousand different materials anticipated for use in

ATM equipment, it is possible to synthesize new polymers and copolymers from

outgas products in space environment. This phenomenon can occur when

gaseous products are mixed and deposited on a surface in the presence of

ultraviolet radiation.

As an initial investigation of this possibility, typical epoxy,

silicone, and polyurethane were chosen from the materials subjected to

both weight loss test and mass spectrometer analysis. The chemical struc-

tural formula for each material was obtained as accurately as possible.

Infrared spectroscope analysis techniques were used to identify the materials

by comparison with infrared spectra of known materials.
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A. IDENTIFICATIONOF EPOXYOUTGASSING FRAGMENTS

An epoxy was identified by comparing its infrared spectrum

with published data. It was found to be Diglycidal Ether of Bispheral A 2,

2-bis (P-2, 3 epoxypropoxy) phenyl-propane shown by the structural formula
in figure i0.

O

/\
CH 2 - CH - CH 2

CHs

-0...._-_ _ -0-CHs-CH - CH

CH3

O

, /\

CHs

@ " /

Figure i0. Epoxy Outgassing Fragments

Mass weights 57, 58, and 59 were detected in the outgassing of

an epoxy using the mass spectrometer. Based on the chemical structure of

the epoxy, the molecule is believed to have broken at the ether bond which

resulted in the outgas products of mass weights 57, 58, and 59. These ions

are believed to have the structural formula shown in figure i0.

B. IDENTIFICATION OF SILICONE OUTGASSING FRAGMENTS

The structural formula for silicone RTV was identified, by

its infrared specturm, as a methyl phenyl silicone having a general formula

as shown in figure ii.

Mass weights of 73 were detected in the outgas of this material

by the mass spectrometer. Based on the chemistry of a methyl phenyl silicate,

this outgas product is believed to have the chemical structure shown in

figure ii.
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Figure II. Silicone Outgassing Fragments

C. IDENTIFICATION OF POLYURETHANE OUTGASSING FRAGMENTS

The structural formula for specific polyurethanes was identi-

fied by their infrared spectrum. The formula shown in figure 12 for a

given polyurethane is based on the infrared spectrum. Mass weight analysis

of the outgassing fragments was made using a Residual Gas Analyzer.

The urea groups formed by a diamine cure exhibit strong int;er-

chain attraction. This attraction functions as a cross linking that

reinforces the polymer and aids in developing high strength.

When heat is applied in the outgassing process of polyurethane,

the reactions shown in figure 12 take place.

O

H C O CHmCHICHzCH2 (OCH2CH2CH2CH2) N

O

HNC-- O (CH z nil2 CH2 O)11 nil2 CH2 CH2 - O _--

C NHm

, -- _ N=C=OO

CH s

C H 3

O _-- N=C =O

Hea_.___t
--NH C O CH2CH2CH2CH2(OCH2CH2CH2CH2) N

C--NH

HNC O (CH2CH2CH20) N CH2CH2 CHz NH

0 _N= C=O * CCh

C H 3

Figure 12. Polyurethane Out;gassing Fragments
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Mass weight above 44 was not detected in the outgassing of the

polyurethane by the mass spectrometer. Based on the chemical structure of

the polyurethane molecule, it is believed to have broken at the urea bond,

giving off C02 which has a mass weight of 44.

SECTION VI. TEST EQUIPMENT AND RESULTS

The test equipment and results of the contamination program for

the ATM program are given within this section.

A. WEIGHT LOSS TESTS

Since many dielectric materials experience weight loss when

exposed to low pressure and heat, the vacuum environment of the ATM limits

the use of these materials. Organic polymers subjected to these pressures
may lose weight in two ways as follows:

(1) Because of increased evaporation of volatile materials

and absorbed gases at low pressures. (An unimportant

consideration relative to long chain polymeric materials,

but an important factor for some of the additives which

are combined with polymers.)

(2) Because of decomposition of the basic polymer by break-

ing down the chain into low molecular weight fragments

which are subsequently lost through evaporation.

The tests were performed to qualify materials from the stand-

point of outgassing in a vacuum at temperatures up to 100°C. The materials

used in the ATM shall have a steady state rate of weight loss at 100°C of

not more than 0.04 percent per cm2 per hour. l_e rate of weight loss dur-

ing temperature increase shall not exceed 0.2 percent per cm2 per hour.

Steady state is defined as that point where the rate of weight loss has been

constant for eight hours.

Results obtained from the outgassing program are illustrated in

weight loss versus time and vacuum curves. (Refer to paragraph C.) In the

initial portion of the weight loss versus time curve for polymers exposed

to vacuum conditions at elevated temperature, a substantial weight loss is

shown. This initial high outgassing rate is caused by loss of absorbed

water and other atmospheric contaminants, as well as some degradation of

the base polymer. After these products are released, the outgassing rate

will decrease. In the latter part of the curve, outgassing is shown at a

minimum which may be caused by degradation of the base polymer.

The sample temperature (100°C) is maintained by the use of a

Thernmc temperature and power control center. The output of a 250-watt

infrared bulb (controlled by the Thermac) is reflected into the electronic

balance and onto the sample and a the_T,ocoup]e which i:_ con_ected to the
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Thermac. The thermocouple and the sample are at the sametemperature, with
the thermocouple acting as the temperature sensor for the Thermac. The
temperature of the sample is raised at a rate of 2°C per minute and main-
tained at lO0OCfor the duration of the thermovacuum.

B. TURBO-MOLECULARVACUUMPUMP

The turbo-molecular pumpused in conducting the outgassing
tests is equipped with all-metal seals, which are highly desirable over
elastomer seals because of outgassing and the tendency of the elastomer to
absorb solvents and moisture.

This pumpis the most suitable vacuumpumpfor studying contami-
nation. Stator bearings are cooled with a refrigeration system, eliminating
the need for excessive lubricating oil in the bearings which could possibly
cause outgassing problems.

The 16,000 rpm drive speed of the pumpis obtained in approximate-
ly five minutes from the time the pumpis energized, and the pumpis capable
of evacuation to 1.0 x 10-9 torr; however, this vacuum level was not
obtained within the 24-hour test period. Somesamples were subjected to
vacuumfor 72 hours.

A diffusion pumpis not recommendedfor outgas studies because
oil in the pumpmaybecomeoverheated, thereby permitting back-streaming
to the sample area and contamination of the sample and balance equipment.
An ion pumpis also not recommendedbecause the electrodes may becomecoated
with outgas vapors or with back-streaming oils, causing vacuum to be lost.

C. ELECTROBALANCE

The Cahn, model RG200, electrobalance was used for measuring
weight loss occuring under vacuumduring the tests. The instrument is
sensitive to a 0.i microgram weight differential. Although the electro-
balance is capable of accommodatinga maximumsample weight of 2.5 grams,
the samples used during the outgassing tests weighed 0.2500 gram.

D. WEIGHTLOSSDATA

Weight losses occuring during the tests were recorded on a
Leeds and Northrup Speedomaxrecorder. An extrapolation of the graphs
obtained, which provide a graphic portrayal of weight loss versus time
and vacuum, is shownin figures 13 and 14.
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E. GAS ANALYSIS EQUIPMENT

Diatron. Gas analysis of the outgassing fragments are accom-

plished by using a Diatron residual gas analyzer, which is essentially a

mass spectrometer without the vacuum system. The instrument is designed

for continuous analysis of gas in evacuated systems. When installed on

the system to be monitored, the Diatron is capable of measuring minute

quantities of gas, gas mixtures, and vapors up to a mass range of 250

atomic mass units (AMU).

Since an atom infrequently loses more than one electron (e), the

value of e is normally one. By admitting a very small amount of the

gaseous material into the evacuated analyzing section, the analysis of a

sample is accomplished. Within the Diatron, a stream of electrons is

emitted from an incandescent tungsten filament and flows to an adjacent

anode with considerable energy. The gaseous sample is emitted to this

environment and intensely subjected to destructive bombardment of the

electron beam. When electrons strike the molecules of the sample gas,

they exert a force on the atoms in the gas and break the bonds which hold

the atoms together as a molecule. The molecules lose one or more electrons,

usually one, thus becoming positively charged or ionized. Ions are then

identified by ratio of the mass of the unionized particles to the number of

electrons they lose (m/e). Mass is designated numerically by its atomic

or molecular weight, e.g., the mass of hydrogen is 1.008 since the atomic

weight of hydrogen is 1.008, or for all practical purposes, one. There are

only certain points at which molecules will break and become ions; therefore,

the number and types of ions which can be formed from the small gaseous

sample are limited. The mixture of ions must be separated into groups,

with each group consisting of only one specific mass. This separation or

group collection is accomplished by applying electric or magnetic fields.

The magnetic field segregates the ions into beams, with each beam containing

a different m/e. This phenomenon exists because the heavier ions travel

in circles of larger radii than the lighter ions. The ions are forced

into a collector where the particles release their positive charge by

admitting electrons. The resultant current flow is passed through a high

resistance, developing a voltage which is then amplified and recorded as

a graph.

F. GAS ANALYSIS SYSTEM AND DATA

Residual gas analyses are also conducted using a Aero Vac RGA.

The RGA system consists of a Welch turbo-molecular vacuum pump, stainless

steel chamber with a thermostatically-controlled radiant heater, and an Aero

Vac, model 610-611, mass spectrometer. The readout is to a strip chart

recorder (L&N, model W) with a semilog scale. Chart readout data have been

calculated and replotted as shown in figures 15 through 18.
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The heart of the RGA system is the mass spectrometer which

analyzes the gas mixture that has escaped from the specimen and moves

in the direction of the vacuum pump by ionizing some of the molecules and

separating the ions according to their charge-to-mass ratio. The theory

of operation of the Aero Vac, model 610-611, mass spectrometer is essentially

the same as the Diatron.
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Figure 15. Gas Analysis Peak Heights of Epoxy
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POLYSULFIDE RUBBER

Figure 18. Gas Analysis Peak Heights of Polysulfide Rubber

G. OPTICAL COATING

The light transmittancy of an optical coating will change as

the wavelength changes from infrared to visible to ultraviolet. Equipment

aboard the ATM will operate in the ultraviolet and X-ray portions of the

electromagnetic spectrum. Therefore, measurements must be made at all of

the various operating wavelengths of the telescopes, sun sensors, and other

optical experimental equipment contained on the ATM. The light transmit-

tance for all of the various wavelengths is not the same as the transmit-

tance for the visible light range of 0.4 to 0.6 microns.

An infrared spectrophotometer operates at 2.5 to 25 microns

wavelength. Since this is true, a problem exists in measuring the light

transmission in the infrared range since the materials will absorb a great

deal of the light energy. Quartz is opaque from 0.5 x 10 -2 to 0.5 x 10 -3

centimeters wavelength in the infrared region and 1.6 x 10 -5 to 0.5 x 10 -8

centimeters wavelength in ultraviolet and X-ray regions.
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H. LIGHTABSORPTIONANDTRANSMISSIONDATA

The infrared absorption and the ultraviolet and infrared
transmission effects of RTVsilicon contamination deposits on optical
lenses are shown in figures 19 and 20.
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I. SIMULATEDSPACEENVIRONMENTCHAMBER

A space environment chamberhas been designed and fabricated to
simulate ultraviolet, thermal, and ultrahigh vacuumspace conditions on
dielectric materials.

The ultraviolet source consists of a Xenon lamp with input power
of 5500 to 6000 watts and chilled water cooled in a quartz enclosure.
The lamp produces high-intensity ultraviolet radiation in the wavelength
range of 2800 to 4700 Angstroms. With the quartz enclosure, the radiation
is very close to natural sunlight rays at noon on a June day except for
higher intensity.

The specimen temperature is thermostatically controlled and
programmedfor the desired rise by use of a radiant heater inside the
vacuumchamber, which has capabilities to 600°C. Opposite the heater and
near the exhaust port of the vacuumchamber, a mirror or glass slide is
placed in contact with a chill plate of LN2 temperature. Liquid nitrogen
is circulated through coils at the back of the chill plate.

The ultrahigh vacuumchamber is of stainless steel construction
and is completely welded except for two eight-inch ports. Oneport is
provided for admission of ultraviolet rays into the chamber; the other
port is for viewing and accessibility. Thevacuumis provided by two
cryosorption pumpsconnected to the chamberby a six-inch stainless steel
tube from the main pumpand a one-and-a-half inch tube from roughing pump.
The cryosorption pumpsare constructed of stainless steel and contain
baffles coated with molecular seive materials with cryogenic coils attached
for cooling of the seives. With no mechanical or electrical power used,
the pumpsare operated with liquid nitrogen and liquid helium which
reduces the temperature of the molecular seives and causes them to absorb
and retain the molecules within the chamber, which produces a vacuum.

The simulated space environmental chambercontains environments
of ultraviolet radiation, elevated temperature, low temperature, and
vacuumcombined.

Whena test specimen is placed in the chamberand the test begins,
the ultraviolet rays pass through the quartz window and into the chamber
where the specimen outgas products are evolving and moving to the chill
plate and vacuumport, which is caused by heating of the specimen in
vacuum. As outgas products move through the ultraviolet rays in gas form,
a change in chemical structure can take place, and newmaterials can be
formed, as a result of the intermolecular reactions, and collected on a
glass slide in contact with the chill plate. The plate is located in the
path of gases flowing to the vacuumport. The analysis is conducted for
light transmittancy and reflectance through light pipes or by the removal
of glass slide for microscopic examination and infrared analysis.
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This investigation of the behavior of polymeric materials in
simulated space environments shows the reaction of the outgas products
when they sublime on spacecraft windows, mirrors, electrical contacts,
etc. It is important that these facts are knownand necessary steps taken
to prevent contamination of critical areas outside as well as inside
the spacecraft.

J. GASANALYSISBY GASCHROMATOGRAPHANDINFRAREDSPECTROPHOTOMETER

Outgassing fragments will also be analyzed using a gas chromato-
graph and infrared spectrophotometer. The organic sample is placed inside
the vacuumchamberand heated to 100°Cby a thermocouple heating element.
The vacuumis obtained from the turbo-vacuum pumpto 10-7 torr. As the
sample outgasses, the main vacuumvalve is closed and a bypass valve is
opened. The outgassing contamination is pumpedinto a holding tank. The
vacuumvalves are closed and a valve leading to the gas chromatograph is
opened. The helium valve is then opened and the holding tank is purged
with helium gas at 30 psi. The contamination is carried into the injectors
of the chromatograph by the helium and then into the gas column inside a
programmedoven where the contaminations are separated by heat in the
vapor state at different temperatures. The separated gas then moves into
the manifold where the hot wire detection is mounted. A recorder connected
to the gas chromatograph indicates whena sample of the contamination
gas is passing through and a peak is recorded. The sample then passes to
a gas sampling valve and then into a gas cell mounted in the grating
infrared spectrophotometer. The sample is exposed to the infrared and an
absorption spectrum is recorded on the infrared spectrophotometer chart.
This chart is then comparedto a Standard infrared chart, and the identi-
fication of the outgas fragment is accomplished.

K. LIGHTREFLECTANCEMEASUREMENTOFOUTGASDEPOSITS

This test will be performed in a distribution box. The test
configuration for the distribution box technique consists of a setup as
shownin figure 21. The sample is placed inside a cylindrical box with only
three holes (one directly over each of the condensing surfaces). The three
condensing surfaces used are an aluminized mirror (for specular reflectance
measurementsin the near ultraviolet and visible region), a KBr or NaCI
disc (for infrared transmission), and Chancemicrosheet (to determine the
effect of the condensate on optical resolution). The reflectance off the
aluminummirror is monitored continuously in situ during the 102-hour
condensability test with a IP28 phototube and a 0.4 to 0.6 micron bandpass
filter. Spectral reflectance measurementsof the mirrors are madebetween
0.35 and 0.75 micron before and after the condensability test. Infrared
transmission is conducted from 2.5 to 15 microns on the infrared analysis
discs. TheChancemicrosheet from the test and a control piece of micro-
sheet are put over an optical resolution chart (equally spaced black and
white lines) to determine any change in effective resolution in lines per
milimeter due to the condensate. If any change is noted, it will be
photographed for future references and reporting purposes.
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Figure 21. Light Reflectance Apparatus

The sample is heated by radiation from the box, which is heated

with resistance heaters, and by radiation from a quartz-jacketed infrared

lamp centered in the box. The temperature of the sample is regulated

with an imbedded thermocouple so the sample is always less than or equal

to the minimum box temperature, which is obtained from numerous thermo-

couples mounted on the box. The outgassed material is directed onto the four

cooled condensers through the holes cut into the bottom of the box. The

condensers are maintained at temperatures typical of spacecraft optics.

The principle by which the distribution box increases the amount

of the condensate is to enable large sample surfaces to contain a large

effective view factor to a small condenser surface. This is obtained

by forcing the outgassed material from a large sample surface to exit

the distribution box only through a relatively small hole which has a

large view factor to a small condenser. Problems associated with out-

gassed material from the sample condensing on the inside walls of the
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distribution box are eliminated by maintaing the walls of the box at a

temperature greater than or equal to the sample temperature. The distri-

bution box will be constructed so that easy and economical replacement is

possible, if necessary. Past experience has shown that if a material is

a heavy outgasser of condensables, the interior surface of the distribution

box should be discarded, rather than cleaned, to eliminate the possibility

of contamination in future tests. All other sources of condensables will

be eliminated by using only metals, unimpregnated fiberglass, glazed ceramics,

and Teflon in the test systems.

The mirrors used will be fabricated from a ferrotype plate

substrate (used in photographic processes for making glossy prints) with

an evaporated aluminum mirror and an overcoating of magnesium fluoride.

A metal plate is suggested as the mirror substrate to allow positive

attachment of the mirror (with screws) to the temperature control platen,

thereby eliminating uncertainties in the surface temperature of the mirror
due to variations in contact resistances between different mirrors and

the control platen. The light reflectance and transmittance measurements

are being performed by General Electric under NASA contract; however, these

experiments will also be performed at MSFC.

L. LIGHT TRANSMITTANCE OF OUTGAS DEPOSITS

This test will be performed in a distribution box. The test

configuration for the distribution box technique consists of a setup as

shown in figure 22. The sample is placed inside a cylindrical box with two

holes (one directly over each of the condensing surfaces). The two

condensing surfaces used will be quartz plates whose transmission will be

monitored in situ during the 102-hour condensability test with a IP28

phototube and a 0.4 to 0.6 micron bandpass filter. Spectral transmission

measurements of these plates will also be made between 0.35 and 0.75

micron before and after the condensability test. These tests shall show

the changes in light transmission versus time, pressure, and temperature

on plotted curves.

The light transmittance measurement apparatus will be made of

the same type materials and associated problems as outlined in paragraph K,

Light Reflectance Measurement of Outgas Deposits.

M. EFFECT OF ENVIRONMENT ON MATERIALS

Typical examples of contamination and material property

changes due to outgassing in heat and vacuum are shown in figure 23.
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SECTION VII.. MISCELLANEOUS OUTGASSING COLLECTOR

An outgassing filter mounted on an electronic box is shown in

figure 24. A filter has been designed to collect and hold outgassing

molecular fragments that are generated from the heat and vacuum of non-

metallic materials used in space vehicles. The filter can be mounted on

_n_, hl_rk box that i_ _aled. The filter will vent the box to the space
w..j .............

vacuum. Materials with extremely high outgassing rates were tested using

the residual gas mass spectrometer. Relativity mass peak highs were record-

ed regularly up to 250 AMU. The materials were retested in simulated

black box condition with the filter in place. Results from this test

proved that the filter absorbed all of the outgassing fragments, and

no peak was recorded.

OUT GASSING FILTER
MOUNTEDON

ELECTRONIC BOX

OOTGASS,.O

-< - ,

A.'EM. _ J_
(RE_)

Figure 24. Outgassing Filter Mounted on Electronic Box
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SECTIONVlll. CONCLUSIONS

The amount of outgassing of a material is a function of the
total volume, whereas the rate of outgassing is a function of the surface
area, with the rate increasing with increased surface area. Moisture, in
most cases, is the first substance to outgas from a polymer under vacuum;
hydrogen, oxygen, and traces of hydrocarbon compoundshave been detected
and, in somecases, have been structurally identified. Outgassing under
vacuummaybe a problem for the ATMbecauseof gaseousmaterials that may
contaminate optical lenses and distort light transmittance and reflection
during photographic operations. Outgassing mayalso contaminate solar cells
and other equipment.

Ultraviolet radiation can cause cross linking or chain scission
to occur and may produce a different material with completely different
properties; it mayalso cause material properties to change. Whenvarious
gaseousmonomersare cross linked because of exposure to ultraviolet radia-
tion, new plastics maybe produced.

The combining of fragments to produce new and unknownmaterials
has not been discussed. There is no simple way to predetermine what
the composition of outgas products from materials will be or how many
materials will be produced. Damageto the ATMbecause of contamination
cannot be predetermined; however, precaution is taken by eliminating as
manyof the materials that have high outgas rates as possible using the
present test procedures.
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